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Abstract

In this article we propose graphical object clagsifion used forimage
matching in the Content-Based Image Retrieval (GBif&tem containing colour
images. The part devoted to image processing amdither structure of the
database are signalled to the extent which is reargsfor the reader to understand
how the whole system works. Firstly, we discussthieeretical construction of
indexes for the graphical object classification.eTimdexes are based on feature
vectors for each object and spatial relationshipsomg objects for image retrieval.
We present some classes and classfied objectsn@gcwe address the problem of
the graphical query by example. In order to constrthe graphical query we
implement the user interface (GUI) which has beevetbped in the light of human-
computer interaction. GUI enables the user to dedigeir own image which is
further treated as a query for the database. Theeeted reply is a set of similar
images presented to the user by the database.

Keywords: CBIR, image classification, query by image, humamputer interaction, graphical
user interface

1. Introduction

In recent years, the availability of image resosrae the WWW has increased tremendously.
This has created a demand for effective and flexibchniques for automatic image retrieval.
Although attempts to perform the Content-Based kn@gtrieval (CBIR) in an efficient way, that
is based on shape, colour, texture and spatiaionta have been made, the CBIR system has yet
to reach maturity. A major problem in mining of ghécal data is computer perception. In other
words, there remains a considerable gap betweegeim@rieval based on low-level features, such
as shape, colour, texture and spatial relationd,isnage retrieval based on high-level semantic
concepts, for example, houses, beaches, flowersTkis problem becomes especially challenging
when image databases are exceptionally large

Given the above context it comes as no surpriseféish retrieval in databases has recently
been an active research area. The effectivenet®atetrieval process is increased by an index
scheme. Information retrieval is also very closmynnected with another problem, namely, how to
effectively put an image query for the CBIR syst&¥de would like to analyse these two aspects of
CBIR in this article.



270 POLSKIE STOWARZYSZENIE ZARZANIA WIEDZ
Seria: Studia i Materia 'y, nr 32, 2010

1.1. Indexing Background

Most of the CBIR systems adopt the following twegsapproach to search image databases
[13]:

1. (indexing) an attribute/feature vector capturingaie essential properties of the image is

computed and stored in a feature base for eacheilinagy database;

2. (searching) the system, given a query image, cossptiie image feature vector and
compares it to the feature vectors in the feat@sebAs a result images most similar to
the query image are returned to the user.

For the classical retrieval system to be succestfalfeature vectd(l) for an imagd should

have the following qualities:

1. |f()—=f(I") | should be large if and onlylilandl’ are dissimilar;

2. f(-) should be fast to compute;

3. f(I) should be small in size.

Colour histograms, defined in the above way, weraraonly used as feature vectors by some
authors [12, 2, 7, 10] some others used a colouelogram [3].

In 2001 a set of MPEG-7 descriptors was introdu@d] as a standard, is used in some
applications. These descriptors are more compticasethey encompass colour descriptors (colour
layout, colour structure, dominant colour and Saiglacolour), texture descriptors (edge histogram
and homogeneous texture) and shape descriptordo(zoand region) [4]. Unfortunately, it
neglects important criteria for the assessmenimafge similarity, such as spatial information and
spatial relationships. Some authors used hieraatlsiemantics and hierarchical cluster indexes
[11].

However, our system takes into account not onlylwel features but object identification in
the human sense and mutual location of objectsdnnhage as well.

1.2. The Background to Querying by Image

A query by image allows users to search throughlietes to specify the desired images. It is
especially useful for databases consisting of \arge numbers of images. Sketches, layout or
structural descriptions, texture, colour, samplages, and other iconic and graphical information
can be applied in this search.

An example query might b&ind all images with a pattern similar to this grvéhere the user
has selected a sample query image. More advanstehsy enable users to choose as a query not
only whole images but also some objects. The uaaratso draw some patterns consisting of
simple shapes, colours or textures. In the QBIGesyq6] the images are retrieved based on the
above-mentioned attributes separately or usinguligt functions between features. Tools in this
GUI include some basic objects such as: polygotineut rectangle outliner, line draw, object
translation, flood fill, eraser, etc.

2. CBIR Concept Overview

The purpose of this paper is to highlight the teweel image indexing procedure and image
classification that further is used for images iestrl, according to a query by image. The
dedicated GUI has been developed to enable theagpert such a graphical query. In general, the
system consists of four main blocks (Fig. 1):
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1. the image preprocessing block (responsible for ensegmentation) applied in Matlab with
the support of some spaecially dedicated toolboxes;

2. the Oracle Database, storing information about e/lmiages, their segments (here referred to
as graphical objects), segment attributes, objextation, pattern types and object
identification;

3. the indexing module responsible for the two-lewelage indexing procedure and image
classification;

4. the graphical user's interface (GUI), also appieiatlab.

Image content analysis
User

Object recognition level
Case-based reasoning

Graphical User Interface

Visual perception level colour objects location

Logical features “—* texture spatial relations
] , " — Oracle |
location spatial relations |
— 3 \ Matching engine

Feature vectors
Quality functions

l

Match results

!

User

Segmentation level
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Basic image feature:
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shape
centroids
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New image

Fig. 1. Block diagram of our content-based image retriesyatem.

arca

Indexes

Our CBIR system consists of photos, such as imaféandscapes or houses, downloaded
from the Internet in the JPEG format. To be effectin terms of the presentation and choice of
images, the system has to be capable of findinggthphical objects that a particular image is
composed of. For example, in a colour image of ashpthe system can extract some specific
elements, such as windows, roofs, doors, etc.

Figure 1 shows the block diagram of our CBIR syst&s can be seen, the left part of the
diagram illustrates the image content analysisktdour system. In this approach we use a multi-
layer description model. The description for a leiglayer could be generated from the description
of the lower layer, and establishing the image rhaslesynchronized with the procedure for
progressive understanding of image contents. Thliferent layers could provide distinct
information on the image content, so this modeljges access from different levels.

The information obtained from the image contentlysis is stored in the database. In the
diagram the indexes block is deliberately kept tpsan important element of the system.

The right part of figure 1 is dedicated to userd panesents the on-line functionality of the
system. Its first element is the GUI block. In campon to the previous systems, ours has been
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developed in order to give the user the possibititydesign their image which later becomes a
query for the system. If users have a vague tamggge in mind, the program offers them tools for
composing their imaginary scenery. Moreover, thetesy presents them with some optional
sceneries, for instance, houses, forest, basedadicylar chosen elements. GUI details are
presented in subsection 4.

The next element of the system is the matchingnengihich based on the image matching
strategy (see Sec. 5) searches for “the best matdatmiages”. The details of index construction and
the matching procedure are presented below. Ratnesults are presented by the user's interface.

2.1. Implementation Remarks

Each new image added to the CBIR system, as wefleagser’s query, must be preprocessed.
This process is presented in the image contenysindblock as a segmentation level frame (left,
Fig. 1). All graphical objects (such as housessra beach, the sky etc.) must be segmented and
extracted from the background at the stage of prgmsing. Although colour images are
downloaded from the Internet, their preprocessigrisupervised. An object extraction from the
image background must be done in a way enablingparsised storage of these objects in the DB.

For this purpose, we apply two-stage segmentagm@abling us to accurately extract the
desired objects from the image. In the first stage,image is divided into separate RGB colour
components and these components are next dividedayers according to three light levels. In
the second stage, individual graphical objectseatteacted from each layer. Next, the low-level
features are determined for each object, understmoad fragment of the entire image. These
features include: colour, area, centroid, ecceahtriorientation, texture parameters, moments of
inertia, etc. The segmentation algorithm and obgxraction algorithm, as well as texture
parameters finding algorithm are presented in tigtain article by Jaworska [5].

3. The Indexing Scheme
3.1. Data Representation for Objects

Each object, selected according to the algorithesgmted in detail in [5], is described by
some low-level features also called attributes. Hitieibutes describing each object include:
average colouk,, texture parameterk, areaA, convex ared, filled area;, centroid ., Y},
eccentricitye, orientation , moments of inertian 1, bounding box :(x,y), ...,bs(X,)} (s- number
of vertices), major axis lengthgng, Minor axis lengtmye,, solidity s and Euler numbefe.

Let F be a set of attributes where:

F={ka T, A A,.... B.

For ease of notation we will ude={fy, f,,..., f;}, wherer — number of attributes. For an

object, we construct a feature veodcontaining the above-mentioned features:
O(kav) o( f1)

OTp)  O(f)
0= o = O(fs) @
OE)  O(f)

The average colour is a complex feature. It mehatualues of the red, green and blue componeats ar
summed up for all the pixels belonging to an ohjant divided by the number of object pixels:
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Kay ={ravs 9av:bav} = m:':; , m:; , m::] : 2

The next complex feature attributed to objecteidure. Texture parameters are found in the

wavelet domain (the Haar wavelets are used). Therithm details are also given in [5]. The use
of this algorithm results in obtaining two ranges the horizontal object dimensidnand two

others for the vertical one
Ty = [hminu ; hmaxlzi- (3

Vminl2 ;Vmaxl’2

3.2.Pattern Library

Graphical object .
class , : precise value
attr,: Domain , e

-
attr;: Domain — imprecise
A a07 value
attr,: Domain

\ object
Graphical object A Fuzzily described

Attribute graphical object
values

object object object ,

/\

NN

Image as a fuzzy collection of
fuzzily described graphical objects

Fig. 2. Different kinds of attribute values for the grapdliobject description

The pattern library [6] contains information abqattern types, shape descriptors, object
location and allowable parameter values for an abj@/e define a model feature vecty for

each graphical element. We assume weightsharacteristic of a particular type of elementchhi
satisfy:
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my (F)1 [01] (4

where: 1£ i £ r, k— number of patterns. These weights for each attemponent should be
assigned in terms of the best distinguishabilitpatterns.

First, each graphical extracted object is clagsifigo a particular category from the pattern
library. For this purpose, in the simplest case,use anL,, metric, where the distance between
vectorsO andPy in anr-dimensional feature space is defined as follows:

: b
dO,R) = my (F)O(F)- R(f)™ ©)
i=1

where: k — pattern number, £ i £ r, mis the order of the metric. Fon= 1 and form=2, it
becomes the Manhattan and the Euclidean distagsgectively.

In order to improve the retrieval efficiency, oltjexttributes can be described by applying
fuzzy sets [15]. Hence, the state of an objectflected by a set of values that corresponds to the
set of fuzzily described attributes. We can divide types of data according to their complexity.
Table 1 shows a description of the different typésattribute values that we consider in our
approach. Figure 2 exemplifies different types tiriilaute values [7] corresponding to a graphical
object. As can be seen in this figure, the dedonpf the graphical object's state can be composed
of precise or imprecise values, objects and catiast

In the fuzzy set description our weightscorrespond to a membership function. Then, for the
most important attributes of a graphical object ee@ assume, ( f) = 1. For instance, if we
compare objects with a similar shape we use theberuwf vertices as one of the attributes. First,
objects with the same number of verticeor s— 1) of bounding boxes are presumed the most
similar to each other. If the differences in vasticare greater, the weight decreases down to O,

o(bi) 2 0 in the bounding boxes case, and it means thatbshapes are not similar.

Generally, if a membership functior () ® O for any attribute, this attribute plays a less
important role in an object comparison. For a gigbject, if we find the minimum distancerom
eg. 5 or we obtain the best matching based onzy fset comparison, we can assign this object to
a pattern and label it ay) - This label is stored in the DB as an additiortgkeot parameter. In

fact, this assignment of labels which are semamdimes for the graphical objects overcomes the
gap that has separated low-level image features Righ-level semantic concepts and that has so
far perplexed the CBIR system creators.

3.3. Object Classification Results

In our task, for exemplification we chose pattefois door, glass pane and window frame
models distinguished from other objects for homsages. We used the classification tree for eight
attribute data of an object. These attributes aceentricity, moments of inertia, solidity, minor
axis length, major axis length, orientation andrage colour RGB components. We had to
normalize all data to [0, 1] to be able to compdigtances of vectors from the particular class
pattern and later compare objects with each ofBéjects are assigned to a class according to
patterns and a weight for each feature.

Table 1 presents values of attributes for the tlae®ve-mentioned classes, with weights for
each feature.
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Table 1.Patterns for the door, glass pane and window franaoglels based on the most
distinguishable features.

Features Pattern | Weight | Pattern | Weight| Pattern | Weight
door P pane P frame P
Eccentricity 0,93 0,1 0,85 0,1 0,57 0,01
Moments of inertia average| 0,01 average 0,01 agerad,01
Solidity 0,8 0,3 0,9 0,19 0,369 0,29
Minor axis length /Major axis length 0,427 0,1 0,5 0,1 0,8 0,2
Orientation 0,99 0,46 0,99 0,3 0,47 0,05
Average colour component R 0,33 0,01 0,15 0,1 0,93(0,05
Average colour component G 0,217 0,01 0,22 0,1 0,92] 0,05
Average colour component B 0,33 0,01 0,12 0,1 0,95 (0,05

distances d for door, glass pane and window frame patterns with weights
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Fig. 3. Distanced for all of 38 graphical objects computed for pattedoor, pattern_pane and
pattern_window with corresponding weights. The $estdls assign objects to a particular class.
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For a classification experiment, we used thirtyaeignknown graphical objects from the
database, previously extracted from some imageBign3 there are distancdgcomputed based
on eg. 5) with Weightsnhk for each object in its ID order. The figure preasenverlapping

distances for door, glass pane and window frameepat (see key). The majority of smallest
corresponds with the object number IDs for pattdowor, pattern_pane and pattern_window. As
we can see in Fig. 4, based on dhealues, we found objects ID = 18, 24, 25, 35 (mting been
previously classified) belong to the window framass, objects ID = 3, 6, 32, 33 belong to the
glass pane class and objects ID = 4, 9, 31 belotigetdoor class.

x|

| (T —— X

§.Edit Value

Fig. 4. Graphical objects found as a result of the clasation method and object indexing.
Object IDs correspond to object numbers in Fig. 3.
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This fact proves that the classification methodwadl as class patterns and correspondent
weights, are adequate for our purpose. Fig. 3 atmhfirm the appropriateness of our decision.

3.4. Spatial Object Location as a Global Feature

Object classification into a particular categoryn® sufficient for full image identification.
There is also a need to assign a global featuam icmage to make indexing more efficient. Chow,
Rahman and Wu [1] proposed a tree-structured imegeesentation where a root node contains
the global features, while child nodes contain tbeal region-based ones. This approach
hierarchically integrates more information on imagatents to achieve better retrieval accuracy
compared with global and region features individualhe next step is an examination of mutual
relationships of objects and object position in thieole image. Wang [14] proposed spatial
relationships and similarity retrieval using a minim bounding rectangle and a 2 - string
model.

In our system the spatial object location in ange& used as the global feature. Firstly, it is
easy for the user to recognize this spatial locatisually. Secondly, it supports full identificaii
based on rules for location of graphical elemebést.us assume that we analyse a house image.
Then, for instance, an object which is categoriasch window cannot be located over an object
which is categorized as a chimney. For this exapmples of location mean that all architectural
objects must be inside the bounding box of a hoesean image of a Caribbean beach, an object
which is categorized as a palm cannot grow in tiddia of the sea, and so on. For this purpose,
the mutual position of all objects is checked. Tdwtion rules are also stored in the pattern tipra
[6]. Thirdly, object location reduces the differesc between high-level semantic concepts
perceived by humans and low-level features intégporey computers.

In our case spatial information, namely the obgectiutual relationships, is presented as a
vectorF, for the global feature:

(Xg,+ Yo Jtoy
Fy = (Xc,+ Ye, )ito, ©6)
(Xey + Yoy )-toy

where:{xQ ,yq} is an object centroid arld — number of all objects in the imag@k — an object

label assigned in the process of identificationyés can see in figure 5, we analyse mutual spatial
location for particular types of objects.

4. GUI for Query by Image

Graphical User Interface (GUI) is an intrinsic etarhof our system. According to a human
visual perception theory, during the visual perimepand recognition process human eyes fixate
successively on the most informative parts of amagen[8]. These informative parts, called
meaningful regions, possess certain semantic mgsnin

Drawing on the latest findings in the area of thenan-computer interaction, we have made an
effort to create a useful tool for the user whdnigrested in designing their own image. This
design is treated as a query by image. Fig. 5 pteséhe main GUI window entitled
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“Query_menu”. From the left window the user canad®the image outlines which become visible
in an enlarged form in the main window.

Next, the user chooses particular graphical elesrfeain subsequent menus and places them on
the appropriate location in the chosen outline. éawh element the user can change its colour (see
Fig. 6). Moreover, there is a window for changihg texture of an element, if it has one, or adding
a texture for non-textured components. For a textioe user can also choose its colour.

=i ‘_Tgl I =TES]
= m[ File Edit Debug Desktop Window Help m_
| G‘ LB o ‘ﬁ =G| ‘ © H and Settings\jaworska\Moje dol File
| Shortcuts « How to Add = What's New

|5, | Workspace Command Window
EEEER) \@ \

| O ew: to MATLAB? Watch this Vide: m;\ 1 o X
AA7AR NH140 NA1419 — | 1 1 | o — —
Querv menu O x|

Wybér elementu Kolor elementu
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Fig. 5. The user menu applied by the system to designrg gyemage. The left window is used
to present graphical elements, for example housésradt is easy to note that the first roof from
the top of the list of miniatures on the left i®s@n and located in the house outline.

For more advanced users, there are additionalreptiothe query interface which enable them
to select the most interesting feature. These mrées are implemented in the system as weights
qo Which are to be taken into account during thelfinatching. This fact is especially important
when we use fuzzily described object attributeseriTive compare a query object with a feature

vector Oy = g, (f;) to objects stored in the DB.

After the designing process, the image is sentqusegy to DB and all CBIR retrieval rules are
applied to it. The GUI is strictly dedicated to B8IR system and consists of the most important
components only. In further work some additionahosewill be added if a need to improve the
retrieval process arises.
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Fig. 6. Menu tools dedicated to changing element coloureithe user selects a graphical
element from the window containing miniatures, he open the “zmiana_koloru” window in
order to change the colour of this element. If basic colour pallet is found too limited, the user
can open the “more colors” window. Having deterndnthe element colour, the user locates the
element in the appropriate position in the imagéioe.

5. Image Matching Strategy

Image matching is conducted with the aid of objextognition and spatial relationships.
Query imageQ ={Fg,,0y ,....04 } consists of a global feature vecty, and object feature

vectors for all objectsD, , where 1£ k £ N. First, the relevant imageR ={Fyz,Og,....Og }

with N objects are searched for in the database. Nextheek if objects have the same Iab,gl.

If the answer is positive, then the global featwextors Fy, and Fgz are compared. Their
similarities are searched for based on mutual oljpeations in the images

This means that objects are not matched basedfiygohpositions in the image. For example,
as you can see in Fig. 7, obj&x(t,) is to the left of objecO(t,). This information is collected and
stored in tables as a global feature. For matchimagesQ and R, whose spatial information is
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illustrated in tables 3 and 4, we compare eactetabll. The notation used in the tables is as
follows: E - objectO(t,) is to the left of objedD(t,), W - objectO(t,) is to the right of objedd(ty),
S - objeciO(t,) is below objecO(t;), N - objectO(t;) is above objedd(ty).

Fig. 7. Model of the spatial object location described agl@bal vectorr,. For each objectOk
we know its feature vect@ (f;).

Table 2 and 3Spatial information for query image Q and for redatimage R from Fig. 7.

Q t b 3 1 R L S < W %

tt O S NE E t 0 W E SE
t, N O E SE t, E 0 E SE
t; SW W 0 Sw sz W W 0 SE

t, W NW NE O t, NW NW NW 0
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We assume a strong constraint that the tables allerwvatched if all cells contain the same
information. Only if these tables are well matchiedhe relevant image sent as a result of the
matching process.

5.1. Discussion

In the case of a lack of relevant images the uaerdecide if spatial information is the most
important for them. If the objects are more impottave can limit the matching procedure only to
check the local feature vectors, thus, restricedQt={O,....0y }. We can also imagine a

situation in which the user’'s preferences enabletausmpose weaker constraints on object
matching. In this case, we can only check a gltdmtlre vectoF,,

Some confusion can set in when we attempt to fipicture which is, for instance, a half of
another picture. However, matching here is als®iptes the object location table is matched to a
fragment of a table for the entire required image.

The more complex situation is when we analyse imaje¢he same scene taken from different
directions. Then, the objects (like trees, buildingr statues, for example) are nearly the sante, bu
their spatial relationships vary.

The situation can become even more ambiguous (@epim figure 7) when the user,
designing their query image, selects objects béhgntp different images. Then, our program,
looking for relevant images, will have to use mekhof comparison between fuzzy collections.

6. Conclusions and Further Works

The construction of a CBIR system requires pregatime image processing module for
automatic segmentation, as well as the databastote the generated information about images
and their segments as its foundation. Based eveitan build mechanisms for image retrieval. For
this purpose, we have proposed indexing and clesdn methods for graphical objects.

These methods, employed so far in the image retrievour system are still rather rough. We
are currently on the point of applying fuzzily désed objects which makes our system more
efficient and sophisticated.

In our CBIR system we propose the new GUI specidédicated to designing a graphical
guery by the user. Hitherto, the author has nobemered any papers reporting a user-designed
graphical query by example and, in this respeat, nethod described above is our original
contribution. The formulation of the indexing systeenables us to retrieve images in the
preliminary stage. Thanks to the algorithm adoptingiparisons between fuzzy collections which
is currently under construction, the system willdiste to accept user's preferences more flexibly.

Furthermore, the results of this initial study hawée verified with the use of a large humber
of different kinds of images, involving long-temusage of the system in practice.

To sum up, even though we have experienced a femyssrall our actions have led to the
creation of a user-friendly system. In the neafesire we hope to apply a more sophisticated
semantic analysis so that the user will not expegahe roughness of the system.



282

POLSKIE STOWARZYSZENIE ZARZANIA WIEDZ
Seria: Studia i Materia 'y, nr 32, 2010

7. References

(1]

(2]
(3]

(4]
(5]

(6]

[7]

(8]

9]

(10]

(11]

(12]
(13]

(14]

(15]

Chow T. W., Rahman M. K., Wu SContent-based image retrieval by using tree-
structured features and multi-layer self-organizedp Pattern Analysis and Applications
Vol. 9, 2006, pp. 1—20.

Flickner M., Sawhney H., et alQuery by Image and Video Content: The QBIC System
IEEE Computef8, No. 9, 1995, pp. 23 -32.

Huang J. et al.Spatial Color Indexing and Applicationdnternational Journal of
Computer Vision Vol 35, No. 3, Kluwer Academic Publishers, the Nethnds, 1999,
pp. 245—268.

ISO/MPEG N6828, Overview of MPEG-Ver. 10, (ed.) Martinez J. M., Palma de
Mallorca, October, 2004.

Jaworska T..Object extraction as a basic process for contergeaimage retrieval
(CBIR) systemln: Opto-Electronics Review, Asso. of Polish Eteal Engineers (SEP),
Vol. 15, No. 4, Warsaw, 2007, pp. 184 -195.

Jaworska T.Database as a Crucial Element for CBIR SysteimsProceedings of the
2nd International Symposium on Test Automation &mgtrumentation, Vol. 4, World
Publishing Corporation, Beijing, China, 2008, pp83-1986.

Kacprzyk J., Berzal F., et alx general framework for computing with words in eutt}
oriented programming, In: International Journal of Uncertainty, Fuzzimesnd
Knowledge-Based Systems, Vol. 15, Supplement, Ket), Bouchon-Meunier B., 2007,
pp. 111—131.

Newman W. M., Lamming M. Glnteractive System DesigAddison-Wesley, Harlow,
1996.

Ogle V., Stonebraker MCHABOT: Retrieval from a Relational Database of ¢req
IEEE Compute8, No. 9, 1995, pp. 40 —48.

Pentland A., Picard R., Sclaroff S.: PhotoboGkintent-based manipulation of image
databaseslnternational Journal of Computer Visioviol. 18, No. 3, 1996, pp. 233—254.
Shi Z., He Q., Shi ZzhAn index and retrieval framework integrating pertre@ features
and semantics for multimedia databasdfjltimedia Tools and Applications, Vol. 4,
2009, pp. 207—231.

Swain M., Ballard D.Color indexing International Journal of Computer Visioviol. 7
No. 1, 1991, pp. 11—32.

Swain M., Stricker M.:The capacity of colour histogram indexjnfp: Proc. IEEE
Conference on Computer Vision and Pattern Recaynifi994, pp. 704-708.

Wang Y. H.: A Spatial Relationship Method Supports Image Inagxand Similarity
Retrieval,chap. 12, In: Multimedia Systems and Moment-Basedge Retrieval, (ed.)
Deb S., IGP. Melbourne, 2004, pp. 277—301.

Zadeh L. A., From Computing with Numbers to Computing with Wordsfrom
Manipulation of Measurements to Manipulation of &sption IEEE Transactions on
Circuits and Systems. In: Fundamental Theory andliégtions, Vol. 45, 1999,
pp. 105- 119.



