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THE CONCEPT OF A MULTI-STEP SEARCH-ENGINE
FOR THE CONTENT-BASED IMAGE RETRIEVAL
SYSTEMS

For the Content-Based Image Retrieval System (CBI&propose how to put together vectors of
features for segmented image objects and a speléionship of the objects by constructing a multi
step search-engine, taking into account multi-sé& dnining and the object spatial relationship. The
paper presents a combination of two aspects ofémagresentation, namely: features of segmented
objects at lower level and spatial relations ofesk§ to compare image similarities at a higherlleve
The new representation of spatial relationshipghef image objects is based upon the Principal
Component Analysis (PCA). It makes the method invdii@ image rotation.

Additionally, we have constructed a graphical usezrface (GUI) to enable the user to build a
query by image. The efficiency of our system imgedvaluated. In this paper we present in dethil al
the steps of the search engine for our CBIR.

1. INTRODUCTION

Images and graphical data are complex in termssofal and semantic contents.
Depending on the application, images are modelhedrdexed using their

evisual properties (or a set of relevant visualdezg),

esemantic properties,

spatial or temporal relationships of graphical otge

Over the last decade a number of concepts of thee@bBased Image Retrieval
(CBIR) [1], [2], [3], [4], have been used. In Wilddia we can also find a list of CBIR
engines, used either for commercial or academiareb purposes [5].
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Proposals can be found for the relational [6], obf@iented [7], [8] and object-
relational database models [9]. Nevertheless, progrers have limited tools when
they need to develop graphical applications dealinign imperfect pictorial data.
Within the scope of semantic properties, as wefiraphical object properties the first
successful attempt was made by Candan and Li [1@] @onstructed the Semantic
and Cognition-based Image Retrieval (SEMCOG) quemycessor to search for
images by predicting their semantic and spatialeirfgetion. This new approach has
been very important because earlier, and even irelsg, queries to the database are
put as query-by-example images.

Hence, in order to give the user the opportunitycéonpose their own image,
consisting of separate graphical objects as a queseyhave had to create our own
system. An image created in GUI has its own unigbject location in the image
space. Thus, many researchers Chang [11,12], Ciraah¢Vu, [13, 14], Zhou at al.,
[15] highlighted the importance of perceiving sphtelationships existing among the
components of an image for efficient representatiod retrieval of images in the
CBIR.

We have dealt successfully with numerous problemslved in the CBIR system,
with one final issue that still requires our attent Ultimately, we have managed to
form a new paradigm in comparing images with treec®eengine.

1.1. CBIR CONCEPT OVERVIEW

In general, our system consists of four main bldéks 1):

1. the image preprocessing block (responsible for anaggmentation), applied in
Matlab, cf. [16];

2. the Oracle Database, storing information about w/molages, their segments (here
referred to as graphical objects), segment atfyudbject location, pattern types
and obiject identification, cf. [17];

3. the search engine responsible for the searchingeduwe and retrieval process
based on the feature vector for objects and spaialionship of these objects in
the image, applied in Matlab;

4. the graphical user's interface (GUI), also appieiiatliab.

A query by image allows users to search throughhkdetes to specify the desired
images. It is especially useful for databases stingi of very large numbers of
images. Sketches, layouts or structural descriptitexture, colour, sample images,
and other iconic and graphical information can jpgliad in this search.

An example query might besind all images with a pattern similar to this gne
where the user has selected a sample query imatjee QBIC system [3] the images
are retrieved based on the above-mentioned attsbséparately or using distance
functions between features. Tools in this GUI ideluisome basic objects, such as:
polygon outliner, rectangle outliner, line drawjea translation, flood fill, eraser, etc.
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More advanced systems enable users to choosewsargpt only whole images but
also individual objects. The user can also drawesqatterns, consisting of simple
shapes, colours or textures [18]. In the SEMCOGypsocessor [10], the user could
organize an image as a spatial composition ofdarmantic groups of objects, such as:
car, woman, man, house and bicycle. Additionaly, tiser could choose the colour,
size and shape of a graphical object. In ordeetigeve a matched image, the system
integrated an image query statement with non-inoggeation statement.
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Fig. 1.Block diagram of our content-based image retrisyatem.

There have been several attempts made by the ceseammunity to disperse the
demands in the design of efficient, invariant, ittéx and intelligent image archival
and retrieval systems based on the perception atiadpelationships. Chang [19]
proposed a symbolic indexing approach, called tihe directional lower triangular
(9DLT) matrix to encode symbolic images. Using tbacept of 9DLT matrix, Chang
and Wu [20] proposed an exact match of the retfiseheme, based upon principal
component analysis (PCA). Unfortunately, it turnedt that the first principal
component vectors (PCVs) associated with the inaagkthe same image rotated are
not the same. Eventually, an invariant schemedtreval of symbolic images based
upon the PCA was prepared by Guru and Punitha [21].

2. GRAPHICAL DATA REPRESENTATION

In our system, Internet images are downloaded.tlfsirdhe new image is
segmented, creating a collection of objects. Edgject, selected according to the
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algorithm presented in detail in [16], is descrid®dsome low-level features. The
features describing each object include: averatmick,,, texture parameters, area
A, convex aredA. filled areaA;, centroid {., y.}, eccentricity e, orientationa,
moments of inertiany;, bounding box Bby(x,y), ..., bbs (X,y)} (s — number of vertices),
major axis lengthmg,g, minor axis lengthmn,, solidity s and Euler numbeE and
Zernike momentZy, ..., Zza. All features, as well as extracted images of lgicad
objects, are stored in the DB. Llebe a set of features where:
F={ku T A A, B (1)
For ease of notation we will use= {f;, f>,..., f;}, wherer — number of attributes.
For an object, we construct a feature vedidrcontaining the above-mentioned
features:
O(ka) | | O(f1)
O(T,) | |O(f2)
Fo=| O(A) |=|O(f3) | (2

O(Z33)| [ O(f;)

The average colour is an average of each red, gmegblue component which is
summed up for all the pixels belonging to an objecd divided by the number of
object pixelsk,={ra.0aba}. The next complex feature attributed to objestgeixture.
Texture parameters are found in the wavelet doiftaenHaar wavelets are used). The
algorithm details are also given in [16]. The u$¢his algorithm results in obtaining
two ranges for the horizontal object dimensioand two others for the vertical one

T — {hminl2 ’ hmaxlz} . (3)

P v

ming , ’Vmaxlvz

Additional features of the low level for object® @hape descriptors. They are also
included in the above mentioned feature vector. &fgply the two most important
shape descriptors such as moments of inertia:

Hpg=2, 2. (x=)P(y-9If(xy), pg=012 (4)
Xy

and Zernike moments [22]. Zernike moments are aofetomplex polynomials
{V pi(X,y)} which form a complete orthogonal set ovee thnit disk of x*+y?<1.

Hence, the definition of 2D Zernike moments with grder with repetition q for
intensity function f(x,y) of the image is descrilesl

p+1 *
z - ”qu(x,y)f(x,y)dxdy )
xZ+y?<1

where: Vo (X0y) =V (X, y) . (6)

pq
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For our purpose, the first 10 Zernike moments a@ugh, it means we calculate
moments from & to Zs;. The scale invariance is obtained by normaliziggl® the
total number of image pixels.

Characteristic features of Zernike moments are:

1. The above-defined Zernike moments are only invat@mnotation.
2. The translation invariance is achieved by the iocadf the original image centroid
in the centre of the coordinates.

3. SPATIAL RELATIONSHIP OF GRAPHICAL OBJECTS

The feature vectoF, (cf. (2)) is further used for object classificatiorl herefore,
we have to classify objects first in order to asdlygem to a particular class and second
in order to compare objects coming from the sarassc]23].

In our system spatial object location in an imageused as the global feature.
Firstly, it is easy for the user to recognize thgmtial location visually. Secondly, it
supports full identification based on rules fordbon of graphical elements. Let us
assume that we analyse a house image. Then, faanoes an object which is
categorized as a window cannot be located overbggciowhich is categorized as a
chimney. For this example, rules of location mésat &ll architectural objects must be
inside the bounding box of a house. For an imaga Qfaribbean beach, an object
which is categorized as a palm cannot grow in tiddia of the sea, and so on. For
this purpose, the mutual position of all objectshecked. The location rules are also
stored in the pattern library [23]. Thirdly, objeldcation reduces the differences
between high-level semantic concepts perceived loyams and low-level features
interpreted by computers.

For the comparison of the spatial features of tmages an imagk is interpreted
as a set o objects composing it:

i ={Q1,02,---.n} - (7
Each object; is characterized by a unique identifier and ao$étatures discussed
earlier. This set of features includes a centi@jc (x;,y;) and a label; indicating

the class of an objeat; (such as window, door, etc.), identified in theqass
described in [23]. For convenience, we number thsses of the objects and tHys
are just numbers.

Formally, letl be an image consisting ofobjects andk be a number of different
classes of these objeckss N, because usually there are some objects of the sqme
in the image, for example, there can be four wirglowa house.

Let us assume that there are, in tokdlclasses of the objects recognized in the
database, denoted as lalelsL,, ..., Ly. Then, by the signature of an imagé€r) we
mean the following vector:
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Signaturek) = [nobg;, nobg, ..., nobgy] (8)
where: nobg denotes the number of objects of clagpresent in the representation of
an imagd;, i.e. such objects;.

Additionally, for an imagé; we consider a representation of spatial relatimssof
the image objects. The objectis mutual spatial relationship is calculated based on
the algorithm below. Now, we consider one image;3g and C, be two object
centroids withL, < L, located at the maximum distance from each othéne image,
ie.,

dist (C,,C,) = max {dist C;,G) Ui,j [{1,2,... k} and L # L;} 9
where: dist(*) is the Euclidean distance betweem ¢entroids (see fig. 2). The line
joining the most distant centroids is the line eference and its direction from
centroidC, to C, is the direction of reference for computed andglebetween other
centroids. This way of computing angles makes thethod invariant to image
rotation.

Hence, we received triple&;( L;, &;) where the mutual location of two objects in
the image is described in relation to the line eference (see fig. 2 bottom). Thus,
there areT=m(m-1)/2 numbers of triples, generated to logicallpresent the image
consisting ofm objects. LetS be a set of all triples, then we apply the cona#pt
principal component analysis (PCA) proposed by @hand Wu [20] and later
modified by Guru and Punitha [21] to determine fir& principal component vectors
(PCVs).
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Fig. 2Determination of angle relative to the referenaedtion for the construction of matri

First, we have to suppose tHalis a set of observations for three variables. We
construct a matrix of observatiods. where each triple is one observation. Next, we
count the mean value of each variable, and we calculate the deviatioos the
mean to generate matrB=X-ul, wherel - vector of all 1s. In the next step, we
compute the covariance mats.; from the outer product of matr& by itself as:

C =E [BOB]=E [B B*¥]=1/N [B B*] (20
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where:E is the expected value operatons the outer product operator, and * is the
conjugate transpose operator. Eventually, we figdrevectors, which diagonalises the
covariance matric:

vicv=D 11)
where: D is the diagonal matrix of the eigenvalokS§.

Using the Matlab proceduré¢ = princonp(X), we receive three component
vectors (PCVs). For further analysis we use th&t faf them, which is the “spatial
component” of the representation of an imggand is denoteBCV.

For example, we use centroid coordinates from d@&iRGo find angled; (see fig. 2
bottom). Thus, we construct sebf our observations, wheiis combinations of the

centroid numbers. For instancé|, =C7°=325 and N, =C}'=210, respectively.
The obtained results are shown in table 1.

Table 1 Representative principal component vectarghe images shown in fig. 2.

Image name First component Second component Third component
House-front -0,001786 -0,003713 0,999992
Domy-banino-1 0,000206 0,003988 0,999992
Houselawn ; 0,000388 0,001869 0,999998
Houselandscaple 0,004109 0,001557 0,999990

4. CONSTRUCTION OF SEARCH ENGINE

Graphical User Interface (GUI) is a crucial elemehbur system as the area of
human-computer interaction [24]. Hence, the useooshbs particular graphical
elements from subsequent menus and places thetmeosppropriate location in the
chosen outline. These elements can be scaledimited range. In most query-by-
example systems, the features for retrieval anil importance are estimated by the
system. Even in systems where such informationbeaprovided by the user, users
cannot always communicate unambiguously what theyamking for. In our system,
these constraints are overcome by the user's smedf specific features (for
example, the colour and texture of an object) froomerous menus. After the
designing process, the image is sent as a quetlyetdB; it means that we have
feature vectorg, (wherei=1,...N) for all objects used to form either query image
and PC\.

So far, we have described how images are represantar system. Now, we will
describe how the similarity between two imagesatenined and used to answer a
query. Let a query be an imagg such adq = {0q1, Ogz,..., Ogn} (Cf. (7)). An image in
the database will be denotedlgdy, = {Ob1, Oz ..., O IN Order to answer the query,
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represented by, we compare it with each imaggin the database in the following
way.

First of all, we determine a first similarity measusimy, betweenl, and I,
computing the Hamming distance (x,y)OF{}"’ between the vectors of their

signatures§), i.e.:
SiMgya(14:1p) = dy (Nobg;, nobg,) . (12)
If the similarity (12) is smaller than a threshold (a parameter of theryj, then
imagely, is rejected, i.e., not considered further in thecpss of answering query.
Otherwise, we proceed to the next step and we tfiedspatial similarity sigty of

imagesl, andl, computing the Euclidean distance between their &3/

3
simpcy (1. 1p) :1_\/Z(PCVbi -PCV;)*. (13)
i=1

If the similarity (L3) is smaller than the threshold (a parameter ofginery), then
imagely, is rejected, i.e., not considered further in thecpss of answering quety.
Otherwise, we proceed to the final step, hamely,compare the similarity of the
objects representing both imagés and I,. For each objecb, present in the
representation of the quety, we find the most similar objed,; of the same class,
i.e., Lq = Ly;. If there is no objeaty; of the clasd;, then sing, (04, 0b) is equal to 0.
Otherwise, similarity sig (04, 0,) between objects of the same class is computed as
follows:

SiMyp(0gi,0pj) =1~ JZ(FOqil ~Foy)? (14)
|

wherel indexes the set of featurEg used to represent an object, as describe#)in (

When we find highly similar objects (for instansémn,,> 0.9), we eliminate these two

objects from the following process of comparisorb][2The process is realized

according to the algorithm presented below:

Algorithm Pair matching algorithmwi th elimnation

k=0;
i =1,
j=1
for j=j:Ls %unber of objects in a particular class
for i=i:Ly %umber of objects in a particular class
if simi,j)>9
match(i,j)=simi,j);
row(i)=i;
col (j)=i;
j =i +1;

i =i +1; end;
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end; end;
whi l e k==0
[k, Rl =m n(row);
[k, Cl =m n(col);
mat ch(R, C)=si MR, C);
row R) =R;
col (O =C,
end;

Thus, we obtain the vector of similarities betwésnqueryl, and an imagé,.
SiMyp, (g1, Op1)
sim(l g, 1) = : (15)
Simob(c'qn'c'bn)
wheren is the number of objects present in the representat | .
In order to compare imagels with the queryl,, we compute the sum of

Simy, (0gi, O5)) @nd then use the natural order of the numberss,Tthe imagd,, is

listed as the first in the answer to the quigryor which the sum of similarities is the
highest.

5. CONCLUSION

The construction of a CBIR system requires comigirdifferent functional systems,
linked together and cooperating with each other.this purpose, object classification
and identification procedures have been establisimedthe GUI prototype has been
constructed.

We have prepared a model of image similarity dweetstep procedure. This is, of
course, a preliminary model of a three-step promedo answer a query. There are
many other possible ways to compute the simildriéyween the images, e.g. using
different metrices. Intensive computational experims are under way in order to
come up with some conclusions as to the choicehefpgarameters of the model,
including the choice of the above-mentioned mesticdowever, the preliminary
results we have obtained so far using the simplasfiguration are quite promising.
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