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Abstract— One of the important issues facing the development any change in the CAS or in the grid will be reflected only
of the grid as the computational framework of the future is jn one part of the proposed system. Furthermore, the CAS-
availability of grid-enabled software. In this context, we discuss dependent part is relatively simple and easy to be ported to

possible approaches to constructing a grid-enabled versio of
a computer algebra system. Our case study involves Maple: ¢h support another CAS or legacy software. We complete our

proposed Maple2g package allows the connection between Map description of Maple2g, in Section V, with implementation
and the computational grids based on the Globus Toolkit. We details concerning access to grid services. Our attenson i

present the design of the Maple2g package and follow with a focused on the implementation of the grid service search
thorough discussion of its implementation. facility. Some experimental results are provided in Sectit.
Further research directions are outlined in the last sectio
. INTRODUCTION

One of the developments that can lead to a wider practical !!- CURRENT NETWORK AND GRID-ENABLED CAS
usage of computational grid technologies is grid-enabting  Grid enabling and augmenting mathematical software tools
computer algebra systems (CAS). These systems are rgutingith functionality from an external software module(s) et
used by mathematicians and/or engineers to perform compéibject of a number of current research projects. We wils thu
calculations and are dully seen as a major source of theirmmarize the most important developments in this area.
productivity. However, currently, a number of useful fuoot _ )
alities are implemented in only one particular CAS or asastar/™ Accessing external services
alone programs; sometimes running best on special hardwar&everal projects (e.g. NetSolve [3], Nimrod/G [4], Ninf
such as a parallel computer. In either case, it is desirable[5]) aim at providing simple ways (APls, GUIs) to execute
be able to augment the CAS with functionality from anothesoftware modules available in scientific libraries andtand-
software module. It is the grid technology that should ftatié  alone programs over the Internet/grid. This approach has be
the necessary infrastructure to support this process [1]. commonly labeled “network-enabled server” (NES) [6]. Full

We thus begin this paper by reviewing, in Section lideveloped NES systems are expected to follow the basic
the state of the art of network and grid-aware CAS. Itenets of the grid framework and change the RPC model by
Section 1l we follow by summarizing the most importanincorporating resource discovery, dynamic problem sgjvin
issues in designing grid-enabled CAS and possible appesachapabilities, load balancing, fault tolerance, secusty,
to addressing them. We proceed with a practical example ofCurrently, the NetSolve system [3] seems to be the most
how a CAS can be made grid enabled and for this purpodeveloped NES. It is a grid based server that, among others,
Maple became our CAS of choice. The main reason is thaypports Matlab and Mathematica as native clients for grid
despite its robustness and ease of use, we were not abledmputing. NetSolve provides a web tool that users can query
locate efforts to link Maple with the grid. Furthermore, st i for information concerning all available software modules
well known that Maple excels other CASs in solving selectedlithin the NetSolve system. Furthermore, NetSolve searche
classes of problems e.g. systems of nonlinear equationsfar computational resources across the network, chooges th
inequalities [2]. Finally, Maple has already a build-in ket best one available, and using retry for fault-toleranceesol
library for communicating over the Internet, and a libraoy f the problem, and returns the answers to the user. A load-
parsing XML. These capabilities match very well with oubalancing policy is used by the NetSolve system to ensure
goal as they suffice to make Maple a client for an externgbod performance by enabling the system to use available
computational service (in this context one should note anec computational resources as efficiently as possible. Rtent
trend to use the XML syntax as a de-facto standard in the gadproxy was built for the NetSolve client that knows how to
community). In Section IV we describe the functionality ofnteract with and make use of Globus resources.
Maple2g, the grid-wrapper for Maple. Maple2g consists af tw MathLink [7] enables Mathematica to interface with exter-
parts a CAS-dependent and a grid-dependent one. Thereford, programs via an API interface. Such an external program



sends its arguments to a mathematical computation semite a In the context of our paper, where one of our goals is
returns result directly into Mathematica. to explore the possibility of adding Maple modules to the
MathGridLink [8] permits the access to the grid service amget of grid available services, we note that MapleNet [14]
deployment of new services entirely from within Mathematic offers a software platform for effective large-scale dgpient
MathGridLink allows two ways of interaction: one from theof comprehensive content involving live math computations
view-point of a Mathematica user who wants to use an existifdapleNet client is an applet which encapsulates the mathema
service, and the other from the viewpoint of a grid user, whoal content; MapleNet publisher offers tools to createlejpp
wants to access Mathematica as a grid service. based exploration tools. MapleNet server coordinateshall t
Finally, the Geodise toolkit [9] is a suite of tools for grid-essential software infrastructure, including the genervab
services which are presented to the user as Matlab functiosarver, math engines, content, and other databases; itgesna
The user of the Geodise toolkit acts as a client to the rematencurrent Maple instances as required to serve clientemnn
computational resources. Users are authenticated, and thiens for math computation and display services, and it pro-
authorized to access resources for which they have rights. vides some additional services including user authemicat
user is able to discover available resources, to decideevher
to run a job, to monitor its status, and to retrieve its result~"
The functions implemented in the “language of Matlab” call While thus far we have mostly discussed the possibility
Java classes which in turn access the Java CoG API [10]. of making the CAS available as a part of grid services,
Note that CASs like Matlab and Mathematica are userbviously it can be beneficial if the CAS is capable of
mainly as interfaces for grid services (e.g. in Geodise anmdilizing the computational capabilities of the grid itseln
not as tools offering services on grids, while MathGridLinkhis context observe that coarse grain parallelism can be ve
envisages support of both types of activities. Looking tthboefficient in an interpreted computation environment such as
approaches we try to add a new functionality to the systeifie CAS. To be able to facilitate development of coarsengrai
by developing a wrapper that facilities the development gfarallel grid distributed CAS applications, a CAS integdo
grid-oriented high performance computing codes based oraianessage-passing library is needed.

Parallel/distributed CAS versions

standard message-passing interface. gridMathematica [15] allows the distribution of Mathemat-
N . . ) ica tasks among different kernels in a distributed envirenin
B. Availability of interactive mathematical web content | js built on a PVM-like architecture. A typical installath of

Let us now consider a particular situation of interactivgridMathematica has one master kernel and several computa-
access to web enabled computational resources. This szen@onal kernels: the master kernel handles all inputs, disid
can be achieved in a limited way using applets in a wealmmputations into independent subtasks, schedules aalcul
browser. Observe however that computing even the magms for the computation kernels, and collects the results
fundamental mathematical operations such as an integnal caThere exist more then 30 parallel projects involving Matlab
require a complicated software module and thus, it is ugualfor more details and a list of projects see [16]). They use
necessary to incorporate existing mathematical softwatie i diverse approaches to achieving their goal(s): compilddat
a web application to achieve the required functionality. Tecript into a parallel native code, provide a parallel backe
implement interactive mathematical web content the falhgy to Matlab using Matlab as a graphical frontend, or coordinat
steps are required [11]: install/maintain the “externatire  multiple Matlab processes to work in parallel. For example,
putational component, write the wrapper for this componehtatlab*P 2.0 [16] is a parallel Matlab environment using the
to enable it to be called from another program, write apmackend support approach. MatlabMPI [17] implements basic
applet to present the interactive element together with@s{mbasic MPI routines like send, recv, size and rank entirely in
likely Java) servlet which will interact with the wrappenda Matlab scripts. PVMTB [18] is a complete Matlab interface
write the content and embed the applet or form into the PVM, by means of which Matlab users can prototype
text with the appropriate parameters. JavaMath SDK [12] capplications in the usual high-level programming enviremniy
assist the user in this process enabling the developmentwdfile retaining the ability to make PVM calls.
conglomerate systems in Java from existing components. IDistributed version of Maple have been recently reported
gives a template for writing wrappers and an API for creatinig [19] and [20]. For example, Parallel Virtual Maple [19]
and using sessions utilizing these components. For exam({®&/Maple), was developed to allow several independent Mapl
the code would be part of a servlet on a server, and it woutérnels on various machines connected by a network to
make use of Maple running on a JavaMath server. cooperate in solving a problem. This is achieved by wrapping

To achieve a single generic mechanism which could be udgidple into an external system which takes care of the paralle
for all computation requests with no extra software thatdseeexecution of tasks: a special binary, the command-messenge
to be loaded into the CAS to interface with each new onlirie responsible for the message exchanges between the Maple
service, it is necessary to establish a standard for theestqu processes, coordinates the interaction between Mapleslsern
response exchanges. Part of this is a standard for the egpresia PVM daemons, and schedules tasks among nodes. Initial
tation of the mathematical objects to be exchanged. MathMixperiments show sufficient efficiency in solving large prob
[13] is well advanced on the path to solving this problem. lems to follow this path in Maple2g which has a number of



similar functionalities with PVMaple [21]. In the context

. : - : CAS CAS 1 CAS 2
this paper it has to be stressed that while there exist atd ., Grid functions ImeLfaceﬁ gnk Tnterface link
at de\_/elop!ngj|str|butedMapIe, there were no attempts at  environment CASndmiertace
velopinggrid-enabledMaple (and these are somewhat sim Grid middlewarc = Grid middleware -
but different goals), which is the goal of our current resbi  Grid JdL 4r JL 4r JU 4T

In summary, there exist a large number of projects  environment | Grid service | | Grid service Grid service |

attempt at grid enabling known computer algebra syst...... @ (b)
Their main goals are: (1) to make CAS modules availabfég. 2. - CAS openness towards grid services: (a) using spegifi-aware
through the grid, (2) to allow CAS to utilize the grid, (3) to/unction fibrary; (b) using a general CAS-grid interface

provide direct, web-based access to CAS modules, and {haple it is likely to be a complicated, time-consuming and
to develop parallel and/or distributed CAS by utilizing theigh-cost solution. Wrapping the existing CAS kernel in a

networked/grid environment and message-passing pasailel gpacial code acting as the interface between the grid, the
Out of these goals 1, 2 and 4 are of particular of interest to YSer and the CAS can be done relatively easily as an added-
in this paper. As indicated above, in the case of Maple, goghctionality to the CAS. Moreover it can be adapted “on-
3 has been already mostly achieved and thus will be omittqqe_ﬂyu when new versions of the grid software or the CAS

I1l. DEVELOPING A GRID-AWARE CAS EXTENSION in question become available. It is therefore the lattentsmh

: . g . that we advocate and pursue here. Let us now describe each
Let us now look in a bit more details into main issues

involved in developing grid enmeshed CAS systems. of the three functionalities in more details.

Our analysis of the grid aware CAS systems presented AD CAS input from grids — importing grid services in a CAS
the previous section indicates, that any such a system mu

havelgt least the foIIow!ng facilities (F'Qure 1): or to call external modules written in non-native languages
Ability to accept services from the grid: _ _ Using these facilities special libraries can be constdizte¢he
the CAS must be opened to augment its facilitieg g janguage, describing in an user-friendly manner, thie ca
with external modules, in particular it should be ablg, the grid middleware tools, like those provided by the Gob
to explore computational grid facilities, to connect tqpironment. On the user side, some minimal facilities to
a specific grid service, to use the grid service, angbcess the computational grid and the CAS must be installed.
~ totranslate its results for the CAS interface; The grid facilities which must be provided to the user ares¢ého
Being a source of grid or web services: currently provided by the grid middleware.
the CAS or some of its faciliies must be seen as The interface between the grid middleware and the CAS
grid or web services and allowed to be activatedyn pe written entirely in the CAS language or partially in
by remote users under appropriate security and e cAS Janguage and partially in some other language, more
censing conditions; furthermore, deployment of thg,,,nriate for the grid middleware (for example, in theecas
services must be done in an easy way from thg Gjohus, such a language would be Java CoG). In the first
_ inside of the CAS; _ approach the added-code is oriented towards a particul& CA
Ability to communicate and cooperate over the grid: and is not portable (Figure 2). The second approach can be
similar or different kernels of CASs must be ablgnqre flexible in integrating a new CAS in the user environment
cooperate within a grid in solving general problems;q this approach will be pursued here.
in order to have the same CAS on different com- |¢ js worth mentioning, that the Geodise project [9] has
putational nodes a “grid-version” of the CAS mushready adopted the second approach. The Geodise toolbox
be available; in the case of different CASSs, appropciydes a Java-grid client and a special library mapping
priate interfaces between them must be developggrent Globus line commands into the Matlab environment.
and implemented or a common languages for intefay4_grid client interacts with the Globus server, sending
communication must be adopted. receiving information from and to the location service(s),
There exist multiple ways of achieving the above describegthorization service and metadata archive/query sdsice
functionalities. Rewriting a CAS kernel in order to grid-acting on user request, via the special Matlab functions, it
sends to the Matlab interface data concerning the avaitaide

$ost CASs have the possibility to launch system commands

User services, and then makes connections to the specific sé\ice
environment CAS Interface CAS
] ] ] B. CAS output toward grids — deploying CAS services on grid
_ QHF eﬁF eL_ P 9 . p ying . J
Grid Grid service CAS CAS The access to the_CAS fgcnmes must be available to the
environment user of the computational grid.

MapleNet [14], allowing the secure access of a thin-client
to a Maple server, gives a good example for grid-enabling the
CAS: the entire functionality of the CAS can be exposed to
the computational grid (respecting the license condidiorgl|

@ (®) ©

Fig. 1. Operating modes between a CAS and a computatiordil @) CAS
as an interface for the grid services; (b) CAS as grid seyrvice multiple
CAS kernels on user and grid sides



User [ Userinterface | [ User interface | [ User interface | 2) the CAS-grid-service from Figure 3.b,

environment JL 9¢ St 9r JL qF [ i
ﬁGrid middlcwareHGrid middlewareHGrid middlcwarel CASl 3) the master/yvorker interfaces from Flgure 4. .
Grid L 3r TS | T The first selection was made so that any change in the CAS
_ Grd interface | [CAS-gridserviee] [ Gridservice | or in the grid will be reflected only in the corresponding part
t
enironmen ,ﬁm%‘lrfé%‘ of the wrapper. Moreover the CAS-dependent part must be
(@) L Gridserviee | [___CAS | ) © relatively simple and easy to be ported to support another
Fig. 3. CAS as grid service: (a) entire functionality expbses grid-service; CAS or Iegacy so_ftwarg. The S‘.'"me Ide.a Is motivating also
(b) partial exposing; (c) using CAS to create stand-alorié-sgrvices the second selection. Finally, grid enabling should alsal le

to the capability for large-scale distributed computind #ms

access to the CAS functionality can further give accesstterot the last choice.
grid services. To a(;hieve this the (_antire CAS kernellis de!bui_ IV. CASE STUDY. MAPLE2G
to construct a multi-threaded version or a wrapper is build i _ ) )
order to launch multiple CAS kernels for each user request. W& proceed with a practical example of how a CAS, in

The CAS functionality can be also exposed only partiall§u" casé Maple, can be made grid enabled. Maple2g package
with the possibility to install a visibility hierarchy withiffer- 2110WS the connection between Maple and computationasgrid
ent levels of security (Figure 3). based on the Globus Toolkit.

A CAS installed in the user or in the grid environment can, "€ Prototype of a grid-enabling wrapper for Maple, con-
be used to deploy services in other languages than the GRS of two parts a CAS-dependent and a grid-dependent one:

provided by the CAS, using its facilities to export codes. ~ * M2g the Maple library of functions allowing the Maple
user to interact with the grid/cluster middleware;

C. CAS over the grids — grid-aware distributed CAS version , MGProxy, the middleware, a package of Java classes, act-
The computational power given by a CAS can be augmented ing as interface between m2g and the grid environment.

by using several other CAS kernels (the same or differefhe m2g functions are implemented in the Maple language,

CASs) when the problem to be solved can be split betweand they call MGProxy which accesses the Java CoG API.

these kernels or a distributed-memory parallel method isMaple2g has three operating modes:

used in order to solve it. The usage of a standard messaggser mode for external grid-service access;

passing interface for inter-kernel communication allows t server mode for exposing Maple facilities as grid services;
portability of the parallel version of a CAS in particulareth parallel mode for cooperative Maple kernels over the grid.

easy deployment on clusters and grids (Figure 4). ~ Let us now discuss in more details these operating modes.
The two extreme approaches to design the interaction with

the message-passing interface are minimal, respectiudlly fA. User mode: grid-service access in Maple2g
access to the functions of the message-passing interfattee|  In order to make grid services available to the user of the
first case the set of functions is restricted to those allgviin CAS the coupling with the services exposed within the grid
send commands and receive results from the remote kernalss to be performed in a transparent way. This implies tieat th
In the second case it is possible to enhance the CAS wgbrvice methods call should be done only in the CAS native
parallel or distributed computing facilities, allowingetlaccess language syntax. In order to achieve this we have incorpdrat
of the CAS to other parallel codes than the ones written suite of Maple functions which allow the communication
in the CAS language (the message-passing interface canwigh the services available within the grid in the packagem?2
used as interpreter between parallel codes written inrdiffe  In the current version of Maple2g we have implemented a
languages, including those of different CASs). minimal set of functions (described in Table 1) allowing ess
to the grid services.
MGProxy is activated from inside the Maple environment by
In the next section we describe a prototype of a gridhe m2g command m2§IGProxy.start. The user command(s)
enabling wrapper for Maple. Having in mind the above dgrom the user’s Maple interface are send to the MGProxy via
scribed approaches, we have considered the following eslesa socket interface, when m2getservice and m2gpbsubmit
the most appropriate for our prototype:

1) the CAS-grid-interface from Figure 2.b,

D. A functional approach

TABLE |
M2G FUNCTIONS ENABLINGMAPLE TO USE GRID SERVICES

CAS Function Description
User Master interface m2g.connect() Connection via Java COG to the grid
environment JL Tr m2g getservicet, !) Search for a service and give a link to it, retrieve its
Grid/cluster/parallel middl location.
» ) JE Cﬁu;tcr paratel me éﬁmﬁr; m2gjobsubmit¢, ¢) Based on the service location retrieved in the previous
Grid/cluster/parallel : _S7 step, perform a job submission, in the grid environment,
Worker interface 'Worker interface

environment labeledt: the command from the stringis send to the
MGProxy which treats it as a grid-service request

Fig. 4. Grid-version of a distributed CAS m2gresultsg) Retrieve the results of the submitted job labeted

CAS CAS




\%

wi t h(n2g) ; TABLE II

[m2g_connect, mRg_getservice, m2g_jobstop, M2G FUNCTIONS FOR REMOTE PROCESS LAUNJBOMMUNICATIONS
n2g_j obsubm t, nRg_naple, nRg_M3Proxy_end,
nm2g_MGProxy_start, nmR2g_rank, nRg_recv,
n2g_results, nRg_send, n2g_si ze]

> n2g_M3Proxy_start(); mnRg_connect();

Function/const.  Description
m2gmaplep)  Startsp processes MGProxy in parallel modes

Gid connection established m2g.sendd, ¢, ¢) Send at the destination kernel labelkéd message labeled
> mRg_get servi ce("newton", ‘ service_| ocation'); t containing the Maple command d andt are numbersg
[ " &(r esour ceManager Cont act =" nyri 1. i nf o. uvt. ro") is a string; when 'all’ is used in destination field,is send
(count=1) (I abel ="subjob 0") to all Maple kernels
(directory=/honme/ Di ana) m2grecv(s,t) Receive from the source kernel labeled message contain-
(execut abl e=/ hone/ Di ana/ newt on) ", ing the results from the a previous Maple command which
"&(resour ceManager Cont act ="myri 8. i nfo. uvt.ro") was labeled witht; when "all’ is used in source field, a list
(count=1) (I abel ="subjob 0") is returned with the results from all Maple kernels which
(directory=/home/ Dana/ g) have executed the command labeted
(execut abl e=/ hore/ Dana/ g/ newt on) ", ] m2g rank MGProxy rank in the MPI World, can be used in a command
> m2g_j obsubmi t (3, service_| ocation[1]); m2g.size Number of MGProxy processes, can be used in a command
job submtted
> nR2g_resul ts(3);
Sol ving nonlinear systemwi th Newton met hod: C. Parallel mode: message passing interface in Maple
Input in.txt, Qutput out.txt ) ] ]
> nR2g_MGProxy_end(); Parallel codes using MPICH as the message-passing inter-
Gid connection closed face can be easily ported to grid environments due to the
Fig. 5. Accessing in Maple an external numerical nonlinedves, available existence of a MPICH-G version which runs on top of the
as grid service Globus Toolkit. On other hand, the latest Globus Toolkit is

are invoked. MGProxy contacts the grid services, queries tEund in Java, and the Java clients are easier to write. This

contacted services, and sends to the Maple interface thises €ihg th_e case, we selected mpiJava [22] as the message-
; . passing interface between Maple kernels.
of performed queries. By the m2gceive, the user gets the
. In Maple2g a small nhumber of commands have been
results. The Maple commands are passed in the system. as :
i . mplemented and made available to the user, for send-
strings and the results are presented in the MathML format. -
. : . . _Ihg commands to other Maple kernels and for receiving
For example, accessing a grid-service can be achlevt gir results (Table I1)
P P " several other MGProxy copies by magaple command. The
copy with the rank O enters in user mode and normally runs in

) } __ the user environment, while the others enter in server mode.
Concerning access to Maple as service, Maple2g is similepmmunication between different MGProxy copies is done

to MapleNet [14]. The main difference is that instead a neyjy mpiJava.
version of Maple, we have used the classical kemnel and arpese facilities are similar to those introduced in the
wrapper. _ PVMaple [19] and in the Distributed Maple [20]. The user’s
In the current version of the Maple2g prototype, the accegfple interface is seen as the master process, while the othe
to the fully functional Maple kernel is available from thédr \aple kernels are working in a slave mode. Command sending
we have implemented only an account check procedure ipossible not only from the user's Maple interface, bubals
order to verify the user rights to access the licensed Versigom one kernel to another (i.e. a user command can contain
of Maple provided on the grid. Obviously, our system can hfside a send/receive command between slaves).
modified to restrict user-access to a subset of Maple comsiandag 5 side-note, we have tested the feasibility of this ap-
or function libraries, but this type of enhancement is a@léisi proach to development of distributed Maple applicationson
of focus of our current interest. small PC cluster. We have observed a reasonable speedup ob-
The user interface activates a simple Java applet whigfined when splitting time-consuming computations. Dethi
allows the user to send Maple commands as strings Vigehort as well as a complete description of functionality of

socket connection to a local Maple2g process awaken in iy component of Maple2g can be found in [23].
user mode by the Java applet initialization.

The connection with the remote Maple kernel is established ~ V- ACCESSING GRID SERVICES FROMIAPLE:
at the initialization stage by sending a specific string mfthr- IMPLEMENTATION DETAILS
mat in which m2giobsubmit sends the information, specifying The Maple functions made available through the Maple2g
in this case the remote MGProxy as the grid-service. MGPropgckage m2g allow the programmatic access to Globus grid
activates a Maple process (which enters an infinite cycle ehabled resources. The m2g package translates internally
interpreting commands incoming via the socket interfaoenfr functions from the syntax familiar to the Maple user into
the MGProxy), acts as a server waiting for external callspmmands, allowing the initiation and further communicati
interprets the requests, sends the authentications rsqtees with the MGProxy middleware.
the Maple twin process, waits for the Maple results returnedMGProxy acts as an intermediary between Maple and the
in the MathML format. grid and has been written in Java, due to its portability

B. Server mode: Maple services on grid



TABLE I regarding the grid-available resources, including thevek
MGPROXY ACTIVATION AND RETRIEVAL OF GRID SERVICES PROCESSING resources. The current version is based on the first of the
Action Description two apprgaches for the discovery of services descnpedxxpelo
Activate MGProxy User commands in Maple syntax, parsediwiine  GridService acts as a server for the GridJob which is the
m2g package, initiate the communication with theclient performing the actual task of submitting the job; the
middleware which acts as an intermediary betweenl. t icati bei tablished vi ket
Maple and the grids. This is performed via the® '?n 'Ser}/er Commumca Ion being established via sacke .
commands for external code invocation (includingGridService receives the commands to be send over the grid
Java) which are already available in Maple 8 to the available services from MapleListener until an ’erid o
Grid Services’ invocation The user invokes the remote sesviby issuing job’ is signaled, meaning that the connection with the gsid i

commands in RSL syntax |
Job Submission MGProxy activates GridJob, a Java claspstca no longer necessary.

lating GRAM job that deals with job submission The underlying principles for service retrieval in Globus,
over the grids referred to as Monitoring and Discovery Service, can be
Results Retrieval Results can be requested either durengammu- implemented in two alternative ways. Either, the “old” MDS

nication or after closing the grid connection

can be used, or the facilities from the new GT3 can be utilized

User In Maple2g we have implemented the first approach. In the
environment m2g jobsubmit(.cRSL Seretis msilt near future, we intend to implement also the second one and
m2g_MGProxy() compare their performance.
cRSL Service result A. First approach: using the MDS
' _ The Globus toolkit provides a directory service which has
Slolirn N, Service result the functionality of the white pages directory and yellow
Grid

: pages directory and is named the Mgtacomputmg D|regtory
environment Service (MDS) [24]. MDS makes available the information
regarding the computational resources within the grid dued t
grid network, i.e. information about the hardware, thewafe
and to the fact that libraries supporting Globus-based grithd the system status.
computing have been already implemented in Java. Java CoGVhile the White Pages offers the information concerning the
(i.e. Commodity Grid) kit provided with Globus integraté®t hardware performance, Yellow Pages deal with the computers
software for grid computing developed by Globus and the Jagfia particular class or with a particular property. Thisetat
commodity framework, thus facilitating the developmentl anorganizational principle is what we are interested in.
deployment of grid services, while also permitting the ube 0 MDS is based on LDAP (Lightweight Directory Access
Web services as parts of the grid. Protocol) which is a software protocol for enabling the lo-

The procedural steps to communicate within the grid stadalization of organizations, individuals, and other reses
ing from the user's Maple interface are described in Talle l§uch as files and devices in a network, whether on the public
and depicted in Figure 6. Internet or on a corporate intranet. LDAP, as a version of

Table IV enumerates the main classes of the MGProxyjrectory Access Protocol, is part of the X.500, a standard f
package. MGProxy can be viewed as the entry point to tgectory services in a network. A directory provides imfar-
grid. The commands issued by the user from her Mapfi®n within a network about the localization of components.
interface are passed as strings to the MGProxy which forsvandbAP allows the search for an individual without knowing
these messages further to the MapleListener class re§®@nsjvhere its particular location.
for parsing the messages and calling the appropriate t@ol fo An LDAP directory is organized in a simple tree hierarchy
their management. consisting of the following levels: root directory, coues,

For the invocation of grid services MapleListener actigateorganizations, organizational units, individuals. An LPAli-
according to the request, either MDSService or GridServigectory can be distributed among many servers. Each server
MDSService is responsible for the retrieval of informatiogan have a replicated version of the total directory that is

Fig. 6. Communication flow when accessing grid services fidaple

TABLE IV synchronized periodically. A LDAP server is called a Diagt
JAVA CLASSES INMGPROXY PACKAGE System Agent (DSA). An LDAP server that receives a request
from a user takes responsibility for the request, passirg it

hNAz”;e ADiSCft'Pt't%” S other DSAs as necessary, but ensuring a single coordinated
MapI(;oLTsytener PCaIrvsaeetheeMaZIF:eem:enssages response for the user.
MDSService Retrieve information regarding the grid resear In order to make use of the LDAP prlnC|pIes within Globus,
Gridservice Server for GridJob several steps have to be performed, namely:
GridJob Client performing the requested job 1) Initialization. LDAP schema files must be updated with
MapleService  Used for Maple as grid service the description of the attributes associated with grid-

MPIMaple Used for parallel Maple specific entry classes. The directory structure described




TABLE V TABLE VII
SEQUENCE OF STEPS FOLLOWED IN ORDER TO POPULATE THEDAP GRIJOB METHODS
DATABASE AND SEARCH FOR AVAILABLE SERVICES

Method Description
Command Result GridJob(C, p, b) Contructor responsible for the initialization of the

slapd -f<conf file> Activate the LDAP server with the contact string variableC', gatekeeper porp and
configuration from slapd.conf submission modé (i.e. whether batch or not)

Populate LDAP database with the en-StartGassServemeden} Starts the Globus GASS Server. Retrieves the output
from the GASS server and sends it to the client via

Idapadd -h localhost -a -wpassv>

-x -D <binddr> -f <.Idif file> tries specified in the LDIF file GridServi 4 Maiel ist e
Idapsearch -x -s<scope> -b Search for the objects specified within ) ”_ ) erV|ce.an . apletistener as a string .
<baseDN> filter -p <Idapport> the filter starting in the directory from initJobOutListeners() Initiate/register listeners famrAbatch mode jobs
the baseDN. The scope restricts thestatusChangefi(b) Used to notify the implementer when the status of a
search level GramJob has changed. A waiting thread is notified
grid-info-mds-core Retrieve the information for the above when a job is finished and when this is the case the

queries such as Globus directory, base URL is returned and output
DNs of servers, slapd process ids.  outputChangedutpu) When theoutputis modified, performs an update

Idap stop Stop the Idap server GlobusRun(RSL) The default Globus proxy is loaded and ussten-
tials are setup properly. The GASS server is started.
The RSL is formatted accordingly to the expected

above has therefore to be adapted such that it would structure. A GramJob instance is created and the
contain the information regarding the grid resources object sends a request to the remote host
2) Population.The LDAP directory has to be further pop- o o
ulated with information according to the hierarchieS: Grid job submission
established at the initialization phase. Once the information regarding the existing services has
3) Querying.Is the essential step as it represents the requééen obtained - whether it is a script which is activated wvith
for information. The information is retrieved from thethe Java code or via the functions provided by a Java API
directory service. - the subsequent step is to deploy such service in order to
fretrieve the result. Information is passed in the form ahgs,

For the Initialization step, there exists a naming schema % GridJob ol bei ble for the iob submission t
the MDS reported in [25]. The MDSService class was implé-e rid.Job class being responsible for the Job submission
e service provider which in turn sends back the result of

mented starting from the MDSService class proposed in [26]. tati inin the String f t Thi it is frt
We have used a combination of LDAP and Globus conje . PHtation, again in the Strng format. 1his resuft 1sfe

. . -~ retrieved by the Maple user, which can use it in subsequent
mands in order to perform the above operations. Alternigtive : . o
ogeratlons. The results are valid even after the conneddion

Qava APIs can be used. The suite of commands and their léoesed, thanks to the label which identifies them.
is depicted in Table V.

The GridJob class incorporates the methods described in
o i Table VII. It was written starting from the class proposed
B. Second approach: using OGSI services from GT3 in [29]. The GridJob class is responsible for the job submis-

As an alternative to the MDS the OGS services from GTIon. Requests received from the Maple’s user interfachen t
(Globus Toolkit 3) can be used. Here, the data format is nBSL syntax are send over the grids to remote resources. The
LDIF but XML and the reception, storage and delivery oginderlying framework used here is Java CoG. The connection
the data is performed within the Service Data containers. T§ established with the remote server, referred to as thie-ga
schema used is GLUE (Grid Laboratory Uniform Environkeeper’, which is responsible for the execution of the job. i
ment) [27]. The functions provided within Globus GT3 foi@ binary executable or command to be run remotely). Both the
the management of data and thus services are described'@ft and the gatekeeper must comply with the authentication
the Globus webpage [28] and the functions of interest af@dquirements. The Grid Security Infrastructure (GSI) isdus

summarized in Table VI. for enabling secure authentication and communication over
an open network. Globus uses GASS for porting and running
TABLE VI the applications requiring I/O files to the Grid environment
OGSISERVICES FOR SERVICE INFORMATION RETRIEVEL Therefore, GridJob starts the GASS server and submits all
s : GRAM job requests to this server. The request is formatted
ommand Action . . .
ogsi-find-service-data Command-iine interface for quagythe accordingly in the RSL format. Output of the processed job

service data available from any Grid serviceis returned through the MGProxy intermediary to Maple into

ogsi-find-service-data-by-name  Search for Service Dagankht values in the user’s interface.
a service by name

ogsi-set-service-data-by-name  Add Service Data Elenuegalo a service VI. EXPERIMENTAL RESULTS
ogsi-delete-service-data-by-name Delete Service Daméihts in a service In order to test the performance of the grid—wrapper (not
ogsi-add-service ticﬁmdcsje?v?gv;%%;t)%r%n%e;;ﬁ%tgr%%?sﬁggﬁ%e efficiency of problem solving) we have performed several
Remove a senvice from a Service GrodfSts on a small Globus-based grid environment: 2 local PCs
Registration service supporting remote regeach with a P4 processor running at 1.5 GHz and 256 Mb

istration of memory, connected in a cluster via a Myrinet switch at

ogsi-remove-service




TABLE VIII We will also perform experiments on the grid on a large

TIME RESULTS(MEAN VALUES FOR 5 RUNS) domain of problems. Experimental results will help guide fu
Package Dimension Local Cluster Remote Maple  ther development of the system. Deployment of grid services
Newton Segs.  18s  38s  74s  03s  fom Maple in other languages than Maple using the code
20 egs. 435s 460 s 496 s 934 s . . . .
Gauss Seqs. 185 37 s 735 001s generation tools must be_ take also into cons!deratlon. The

100 eqs. 535s  557s 596s 822s next MGProxy version will allow the cooperation between

different CAS kernels lying on the same or different sites of

full 2Gb/s, and a remote PC (located in Linz), with a P4 computational grid.

processor running at 2.4 GHz and 512 Mb of memory. We REFERENCES

have eXpe”memed with two codes: ] [1] I. Foster, C. KesselmanThe Grid. Blueprint for a new computing
Newton packagethe Maple2g code from Fig.5, a solver for  infrastructure Morgan-Kaufmann, 1999.

system nonlinear equations based on Newton’s mel2l M. Wester, “A critique of the mathematical abilities ofACsystems”,

. . . in Computer Algebra Systems: A Practical Guidg. M.Wester, John
thod, written in C, and the Maplefsolvefunctlon, Wiley & Sons, 1999, http://math.unm.edu/Wwester/_oagew.html

Gauss packagbe same Maple2g code, a linear system solveB] H. Casanova and J. Dongarra, “NetSolve: a network sefwersolv-

based on Gauss’ elimination written in Java, and the ing computational science problems”]inter.J. Supercomputer Appls.&
HPC 11(3), 212223 1997, http://icl.cs.utk.edu/netsolve/

Maple’s linsolve function. , [4] D. Abramson, J. Giddy, L. Kolter, “High performance paretric
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Cluster: on the other PC in the cluster (see above); and the Grid”, inProc. JSSST2003, in print.
. . . Cox, “Implementation of a grid-enabled problem solving iemvment
Maple. only the local Maple was invoked (no gl’ld). in Matlab”, in Proc. WCPSE2003, in print, http://www.geodise.org

The results indicate that for large problems, Maple2g usgp] Java CoG Kit, http://www-unix.globus.org/cog/java/

s o T 1] A. Solomon, “Distributed computing for conglomerateattnematical
can efficiently utilize the external code(s) residing on thid systems”, irintegration of Algebra and Geometry Software Systs.

grid (the apparent “inefficiency” of Maple is related to the M. Joswig, N. Takayama, http:/Aww.illywhacker.net/pesterebarch.ps
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; . ; ; mathematical services”, iAroc.5th Asian Symp.on Computer Mathemat-
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running on a parallel computer, ! gria. [25] MDS 2.2 Schemas. Definition of Schema, http://www.gielorg/mds/

At this stage Maple2g exists as a demonstrator system Schema.html

with all of the functionalities described above implemehte[26] V. Silva, Querying the Grid with the Globus Toolkit Mdo
In the near future it will be further developed to include ring and Discovery Service, http://www-106.ibm.com/deperworks/
p grid/library/gr-mds.html

facilities existing in other systems, in order for it to bew® [27] Grid Laboratory Uniform Environment, www.hicb.ordug/glue.htm

comparably robust as NetSolve (in issues like load ba|mcid28] Globus Toolkit 3.2: Developer's Guide, http://www-inrglobus.org/
toolkit/docs/3.2/developer/commandlineclients.html.

fault t0|eran(_:e' _security) or Geodise (in issues like rmmig [29] V. Silva, Grid Job submission using the Java CoG Kitpiittvww-
and authentication). 106.ibm.com/developerworks/library/gr-gridcog.html



