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Abstract. One of the key requirements for the success of Service Ori-
ented Architecture is discoverability of Web services. However, public
services suffer from the lack of metadata. Current methods to provide
such metadata are impractical for the volume of services published on
the Web: they are too expensive to be implemented by a service broker,
and too difficult to be used for retrieval. We introduce structured collab-

orative tagging to address these issues. Here, user tags not only aspects
relevant for her but also suggested ones (input, output and behavior).
Cost, performance and usability of the proposed technique obtained dur-
ing the Semantic Service Selection 2009 contest are reported. Obtained
results suggests that there is no “free lunch.” While the method is user-
friendly and supports effective retrieval, it still involves cost of attracting
the community, and is practical only as complementary one. The analysis
shows this is due to user’s autonomy as to what, when and how to tag.
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1 Introduction

For an application developer there are two key benefits of exploitation of public
Web services: (i) a high degree of reuse of software building blocks available as
readily deployed services, and (ii) access to data, functionalities and resources
that would be otherwise not available to her [40]. For a service provider the ben-
efit of exposing her data, functionality or resources as API is a new distribution
channel for her business, research or activity in general [27]. To achieve these
goals, it is necessary to make Web services discoverable. In the traditional Service
Oriented Architecture (SOA) vision, service providers register services using a
service broker, while service requestors use the same broker to discover them. In
this vision, development of the service registry boils down to implementation of
the following methods:

– Adding Service as a link and an interface description (WSDL) of a service,
– Adding Metadata about functionality of added Web service,
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– Service Discovery using the provided service metadata.

Until January 2006, the role of service brokers was played mainly by the UDDI
Business Registries (UBRs), facilitated by Microsoft, SAP and IBM [36]. After-
wards, a large number of services has been published on the Web (in the form of
WSDL definitions) and current service brokers, like SeekDa.com, harvest WSDL
definitions from the Web and add them to the registry automatically [25,1].
However, there is no longer any “authority” to add/verify/standardize service
metadata.

Many current approaches for adding metadata are impractical. They are too
expensive to be implemented by the service broker or too difficult to be used
for retrieval. The goal of our work is to provide a description method that is
practical : affordable for a service broker, and usable for a software developer.
The contributions of this chapter toward achieving this goal are as follows:

– We define practical criteria for a description method, illustrate the lack of
practicality of current approaches against those criteria and identify chal-
lenges to make description method more practical (Section 2).

– We address the identified challenges by defining a practical method for pro-
viding metadata (Section 3), type and representation of the metadata (Sec-
tion 4), and a discovery mechanism operating on those metadata (Section 5).
Our method is a variation of structured collaborative tagging. The method al-
lows to structure annotation and to explicitly split the functional categoriza-
tion from the description of the service interface. Specifically, to differentiate
between tags describing input, output, and behavior of a service.

– We report evaluation results obtained for those criteria during our partici-
pation in the Cross Evaluation track of the Semantic Service Selection 2009
contest [33] (Section 6).

2 Problem Definition

Our goal is to define a method for building a Web service registry where finding
a required service is not only effective, but also easy for a user and keeps service
broker costs of adding metadata low. This means that besides traditional per-
formance criteria for service retrieval, we should stress the managerial and the
usability ones. Specifically, we consider:
Performance criteria To develop a registry that enables effective retrieval
we need to consider the following criteria (adopted from the Semantic Service
Selection (S3) contest [33]):

1. Retrieval effectiveness. This criterion reflects the relevance of returned results
by the method.

2. Query response time. This criteria reflects the average query response time
of a matchmaker for a single request.

Managerial criteria To develop a registry that is affordable for a service broker
we need to consider the following criteria (adopted from from the related domain
of software reuse libraries [29]):

SeekDa.com


Structured Collaborative Tagging for Web Service Discovery? 3

1. Investment cost. This criterion reflects the cost of setting up a Web ser-
vice registry that implements the given method, pro-rated to the size of the
registry (tens of thousands of services, e.g in SeekDa.com).

2. Operating cost. This criterion reflects the cost of operating a Web service
registry, pro-rated to the size of the registry.

Usability criteria To develop a registry that is usable for a software developer
we need to consider the following criteria (again, from [29]):

1. Difficulty of use. This criterion accounts for the fact that the various methods
provide varying intellectual challenges to their users.

2. Transparency. This criterion reflects to what extent the operation of the
Web service registry depends on the users understanding of how the retrieval
algorithm works.

2.1 Identifying Challenges

The following approaches to service discovery were compared against the pro-
posed criteria:

– Taxonomy-based retrieval : Taxonomies of service categories are used by UDDI
Web service registries and specialized Web service portals (e.g. XMethods).

– WSDL-based signature matching [39,6]: In signature matching the goal is to
find a service operation with a matching signature (input/output parameter
names and types) or more generally, a whole service (with a matching oper-
ation). Matching is based on syntactical or structural similarity and is used,
for instance, by the Merobase.com software components registry.

– Ontology-based service specification matching [17]: Service specification de-
termines the logic-based semantic relation between service preconditions (ex-
pected world state in which a service may be invoked) and effects (how world
state is changed by service invocation). For instance, a service S may match
a request, if the effect of S is more specific than required and preconditions
of S are more general than required.

One can observe these approaches are impractical for building Web-scale registry
of Web services for the following reasons (challenges).
A. Operating cost scales poorly with for the number of services in
ontology- and taxonomy-based approaches; as they require a person skilled in a
given metadata formalism to categorize (annotate) a Web service with respect
to an already established taxonomy (ontology) and extend the taxonomy (ontol-
ogy). In the first case the operation is expensive, if Web services are added auto-
matically from the Web, because the categorization (annotation) cannot be dele-
gated to the provider. In the latter case, if adding new service requires an exten-
sion of the taxonomy (ontology), the whole operation can be complex. It might
involve reconsidering the complete taxonomy (ontology) and possibly reclassify-
ing (re-annotating) all Web services within the revised taxonomy (ontology).
B. Open-domain registry requires large investment cost As noted, oper-
ating cost for ontology- and taxonomy-based approaches is high if the taxonomy

SeekDa.com
Merobase.com
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(ontology) is not defined carefully. Defining a taxonomy (ontology) for open
range of domains in advance is expensive. To limit the cost, public UDDI reg-
istries reuse taxonomies proven in business categorization, e.g. UNSPSC [37]. In
case of ontology-based approaches finding ontologies that cover sufficient range
of domains with sufficient level of details and integrating them together is pro-
hibitively costly.

C. Query formulation for formal description methods is difficult Overly
complex encoding schemes are wasteful unless a service requestor is provided
computer assistance in formulating equally complex queries [30]. Thus richer
expressiveness of complex approaches like ontology-based specification match-
ing might be not justified comparing to less complex (and thus easier to use)
taxonomies and operation signatures.

D. Authoritatively defined descriptions may be not transparent This
is often the case that there is a gap between how a user imagines a software
component, a Web service in particular, and how it has been described in the
registry [9,8]. For instance, the way the taxonomy structure has been defined
by the authority, or the service has been classified by a service provider, is very
often not obvious for the user [35]. Furthermore, input and output parameter
names and types in WSDL definitions are usually assigned by convention or by
the preference of the provider [6] that is unfamiliar to a user. Thus, in both cases,
using the wrong query keyword(s) may result in failing to find the right service.

E. Supporting complementary retrieval criteria To achieve high effec-
tiveness of service retrieval it is enough to encode, in service metadata, only
information that is relevant to the searcher [30]. However, searchers differ in
what information/criteria are relevant to them and it is impossible to envision
all of them in advance, for instance situation when user will search for a “free
of charge” service. Still, none of considered families of approaches support such
ad hoc search criteria. On the contrary, it is assumed that searchers share a
subset of common criteria: functional equivalence, interface compatibility and
functionality scope equivalence [23]. Unfortunately, some methods support only
part of them. For instance, signature matching considers only interface com-
patibility (input and output parameters) and ignores functionality equivalence
(service behavior); service categorization with respect to a taxonomy is a way
to group services of similar functionality or functionality scope but it does not
support interface compatibility search.

F. Support for interactive search User often starts a search for a Web ser-
vice with an unclear goal in mind and thus needs to interact with the system in
subsequent query/results steps to find the right Web service. To support such
active interaction, the system needs to return not only relevant results, but also
to do it in short time. However, many ontology-based approaches employ com-
putationally expensive matchmaking algorithms with implementations too slow
to be useful [32].

G. Limited available information about Web service To encode informa-
tion relevant for a searcher (Challenge E) it is necessary to have this information
available. A service provider that has developed a service, has all the knowledge
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available but is rarely the case he documents it completely in a WSDL defini-
tion [1]. Still, for Web services harvested automatically from the Web WSDL is
the only source of information about the Web service, thus its content might be
not sufficient to categorize a service or provide its specification.

3 Architecture of Collaborative Tagging Portal

To face the above identified challenges we propose application of collaborative
tagging. The technique has been initially proposed for service annotation by [28]
as an alternative to authoritatively defined taxonomies. Collaborative tagging
relies on voluntary participation of the community. Thus operating cost of de-
scribing is limited by putting the burden of description work on the community
(Challenge A). The vocabulary used by taggers is not predefined: the process of
vocabulary expansion and tagging object with respect to expanded vocabulary
is continuous [35], eliminating thus investment cost (Challenge B) and operat-
ing cost of re-categorization (Challenge A). The advantage of tags is they can
capture aspects of a service that are important for the community but has not
been encoded neither in the WSDL definitions from service providers, nor in the
authoritative classification; moreover, they use vocabulary more relevant and in-
tuitive to a developer [10,8]. Therefore, the distance between what the developer
wants and how it is described in the registry can be minimized [38] (Challenge D).

We propose to put a Web service registry behind an online portal where the
process of collaborative tagging and searching of Web services is tightly inter-
twined. Marlow et al. [26] and Halpin et al. [15] discuss different elements of
generic tagging system architecture. Below we address those architectural ele-
ments that are challenging for making tagging of Web services practical.

3.1 Supporting User Motivation

Tagging relies on voluntary participation and thus important incentive must at-
tract a user to participate. The works of [14,24,26,31] discuss the number of mo-
tivations to tag and incentives to contribute to collaborative online projects (like
open source software or Wikipedia). The following appear relevant for the techni-
cal community of software engineers: future retrieval (organizational), communal
collaboration, information sharing, reciprocity (“I help you hoping you will help
me in the future”), and autonomy (“I decide what to tag”). We propose two
alternative tagging models to support realization of different subsets of those
incentives (summarized in Figure 1):

– Social bookmarking model (inspired by such social bookmarking systems as
del.icio.us). The model supports search task through cooperative organi-
zation of the registry content. A user bookmarks a service during discovery
to keep a reference to it for further recall. She tags her collection of book-
marks with keywords to organize it, i.e. to ease the process of re-finding a
service. Finally, she shares her bookmarks with the rest of the community,

del.icio.us
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social bookmarking model sharing experience model

Fig. 1. Two tagging models show changing state of a service and user actions.

because she cannot describe all services in the registry alone and believes
others will share their bookmarks with her.

– Sharing experience model (inspired by ProgrammableWeb.com, the community-
driven registry of public APIs). In this model tagging is just one of the means
a user has to share his experience about a service with the rest of the com-
munity. Other content includes: comments, ratings, additional descriptions,
code snippets for invoking a service, applications/mash-ups using the service,
how-to tutorials etc.

3.2 Supporting Service Understanding

Users tend not too tag Web services if they do not have any comprehension of
them, for instance they have not tried them [4]. However, understanding what a
service does in most cases is more complex process than understanding an article
(for tagging at del.icio.us) or interpretation of a photograph (at Flickr.com).
Given that initially WSDL definition is the only available source of information
(Challenge G), we identified the following means to ease this process: (1) names
and natural language documentation of service, provider, operations and their
parameters, (2) external site of the provider (linked in WSDL), (3) behavior
sampling to test how a service behaves (possible by generating client stub from
the WSDL), and (4) users experience obtained from the previous means that
can be documented in different form (see, the sharing experience model).

3.3 Tag Bootstrapping

A service needs to discovered before it gets tagged but untagged services cannot
be discovered if tag-based search is the only search mechanism. This results in a
deadlock. It can be prevented by bootstrapping a service with initial tags before
it is actually added to the registry. Since services are harvested automatically
from the Web, we propose to bootstrap tags using one of tags suggesting algo-
rithms (e.g. [7]). Still, some services can be submitted manually by a user (in
experience sharing model), and thus the same user may be encourage to submit
also initial tags.

ProgrammableWeb.com
del.icio.us
Flickr.com
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4 Metadata Representation

In our approach a user may describe a service she searches for in terms of in-
terface it exposes—input, output query keywords—and the category to which
it belongs—behavior query keywords (Challenge E). Hence, we model a service
request q as a service template: q = (qi, qo, qb), where qi, qo, qb are sets of query
terms describing three aspects: input, output and behavior, respectively. For in-
stance let us consider the following service request:

I’m looking for a service to geocode a given US address. The expected service
takes as input a structured US postal address (street, city, zip code) and returns
a geographical coordinates: latitude and longitude.

One of possible formulations of the service request in our query language is:

qi =(street name, city name, state code, US, zip code)

qo =(geocoordinate, latitude, longitude)

qb =(geocoding, US address, usa)

To support such queries, the services in the registry should be annotated in a
symmetric way. However, an unstructured annotation does not specify if a given
tag describes input, output or behavior of a service. For instance, for a given ser-
vice, tags find, location and zip are ambiguous. They do not specify whether
the service finds a location for a zip code or a zip code for a location.

We address the problem by introducing structured collaborative tagging. Here,
structured tagging implies: categorization of service functionality (behavior tags),
description of a service interface (input and output tags) and identification of
additional service characteristics, like the functionality scope (behavior, input
and output tags). Note, that experiments of [38] on retrieval effectiveness have
shown that tags cannot be used alone for effective retrieval, but only as a comple-
mentary mechanism to traditional classification schemes. This might have been
caused by the fact that traditional classification schemes focus on predefined
aspects, while tagging on those that are actually important for individual users.
Structured tagging supports tagging on both types of aspects (Challenge E).

4.1 Metadata: Structured Tagging Model

Formally, we model service functionality utilizing three aspects: input, output,
and behavior. We represent each aspect as a folksonomy. A folksonomy F is a set
of annotations (a, t, s), posted by an actor a (a user or the system) who tagged
a service s with a tag t. In this way we have specified three folksonomies Fi, Fo,
Fb for input, output and behavior. Figure 2 shows examples of such folksonomies.
For instance, Fb is defined by the following annotations: (bob, geographic,
ZipGeocoder), (bob, geocoding, ZipGeocoder), (bob, find, DistanceCalculator),
(alice, find, ATMLocator), (alice, location, ATMLocator), (alice, geographic,
ATMLocator), (alice, geocoding, ZipGeocoder). It can be seen that to classify
a service aspects, an individual user provides one or more tags. Hence, many
users may agree to tag a certain service part with the same tag. As a result the
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input output behavior

Fig. 2. Example folksonomies for three service parts and descriptions (tag clouds)
of the ZipGeocoder service extracted from them. A circle depicts a tagging user,
rectangle—a tagged service and rounded box—a tag used. Each black spot defines a
single annotation. A tag cloud is a visual depiction of user-generated tags for a given
service part. The bigger the tag, the more users provided it.

consensus on what a service does, consumes and returns emerges from annota-
tions of the community. Figure 2 shows what consensus the community achieved
on the ZipGeocoder service. For instance, two users agreed that a service does
geocoding, and one of them classified it also as a geographic service.

To manipulate relations Fi, Fo, Fb we use two standard relational algebra
operators with set semantics. Projection (πp), projects a relation into a smaller
set of attributes p. Selection (σc), selects tuples from a relation where a certain
condition c holds. Hence, πp is equivalent to the SELECT DISTINCT p clause in
SQL, whereas σc is equivalent to the WHERE c clause in the SQL.

5 Service Discovery

In service retrieval the community tags play a number of roles: (i) provide a
network of links to browse services [28], (ii) facilitate quick understanding about
a service, without reading a complex documentation, and (iii) provide meta-
data for ranking-based search [3,2]. We propose an approach for service dis-
covery that uses tags primary for the latter role. With regard to query formu-
lation our method is easy to use, because it accommodates natural language
queries (Challenge C). On the other hand, returned ranking of results may be
imperfect (incomplete or irrelevant), thus delegating much of the tedious re-
trieval/selection/assessment activity to the user. This increases the difficulty of
our method. With regard to transparency of our method we assess it as high,
because our matchmaking mechanism is straightforward (Challenge D). Firstly,
the representations of the query and of the service description are structured in
the same way. Secondly, a user in the system can be both searcher and tagger
and thus see the mapping between queries and services better. Thirdly, as we
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shall see, matchmaking and ranking is based on simple concepts of tag overlap
and tag popularity.

5.1 Service Matchmaker

The proposed matchmaker, called WSColab, (a) classifies services as either rel-
evant or irrelevant to the service request, and (b) ranks relevant services with
respect to their estimated relevance to the service request.

Service Binary Classification The matchmaker returns services that are ei-
ther interface compatible (there is at least one matching input tag and output
tag) or functionally equivalent (there is at least one matching behavior tag).
Formally, the set of results of the query q is defined as r(q, (Fi, Fo, Fb)) =
r(qi, Fi) ∩ r(qo, Fo) ∪ r(qb, Fb), where r(qb, Fb) = πs(σt∈qb(Fb)) and

r(qi, Fi) =

{

πs(σt∈qi(Fi)), qi 6= ∅

S, qi = ∅

(r(qo, Fo) is defined analogously to r(qi, Fi)). Empty set of query keywords for
a given aspect means that a user does not care about values for this aspect.

Ranking Services The matchmaker should rank higher those services that
are both functionally equivalent and interface compatible to the service re-
quest. Interface compatibility is estimated as the similarity between interface
(input and output) tags and interface query keywords. Functionality equiva-
lence is estimated as the similarity between behavior tags and behavior query
keywords. Hence, the combination of those two heuristics may be represented
as the weighted sum of similarity scores for single aspects: sim(qb, σs(Fb)),
sim(qi, σs(Fi)) and sim(qo, σs(Fo)):

sim(q, s) = wb · sim(qb, σs(Fb)) + wi · sim(qi, σs(Fi)) + wo · sim(qo, σs(Fo))

Our initial experiments have shown that the functionality equivalence heuris-
tics is more sensitive to false positives, because it may classify as relevant those
services that have similar scope of functionality (e.g. usa), but are not func-
tionally equivalent. Hence, we give more weight to the input/ouput aspects
(wi = wo = 0.4) than to the behavior aspect (wb = 0.2). To estimate similarity
between the query keywords and the tags we borrowed a standard cosine sim-
ilarity measure with TF/IDF weighting model [34] from information retrieval4

For instance, for the input query keywords qi and the input tags σs(Fi) of the

4 We evaluated also other similarity measures but they performed worse [12].
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service s we define the similarity as:

sim(qi, σs(Fi)) =

∑

t∈qi
ws,t

Ws

,

ws,t = tfs,t · idft, Ws =

√

∑

t∈qi

w2
s,t, tfs,t =

ns,t

Nt

, idft = log
|S|

1 + |St|

where ns,t is the number of actors that annotated an input of the service s with
the tag t (|πu(σs,t(Fi))|) and N is the number of annotations all actors made
for the input of the service s (|πu(σs(Fi))|). |S| is the number of all registered
services and |St| is the number of services having input annotated with the tag t
(|πs(σt(Fi))|). As a result, service s1 is ranked higher than s2 in a single ranking
if: (a) s1 shares more tags with the query than the s2 does, (b) shared tags of
the s1 have higher relevance weights (more users proposed them) than those
of the s2, and (c) shared tags of the s1 are more specific (less common among
tagged services) than those of the s2. We also assumed that more people agree
on major features than on minor ones and thus the criterion (b) is introduced to
avoid assigning high rank to services that share some minor features (e.g. usa),
but not major ones (e.g. location). The criterion (c) is to prevent services with
very common tags from domination in the ranking. Usage of ranking method
well known in information retrieval gave us the chance to implement the mecha-
nism using the fast query evaluation algorithms based on (in-memory) inverted
files [42] (Challenge F).

6 Evaluation

The goal of the evaluation was to empirically validate whether structured collab-
orative tagging can be a practical solution for Web service description. Specif-
ically, we evaluated our method against three types of criteria (defined in Sec-
tion 2): managerial, performance, and usability.

6.1 Assessing Managerial Criteria

Here, the goal was to estimate what are the investment and the operating cost
for our solution and how they are to scale for large Web service repositories.

Procedure To assess those costs we simulated the process of Web service
tagging in terms of the social bookmarking cycle (see Section 3.1). We used
the collection of data-centric Web services from the Jena Geography Dataset
(JGD) [21]. The 50 services have been annotated by the community using our
structured collaborative tagging model. System tags were generated manually by
the organizers of the S3 contest (see [13] for details). To collect community tags
we developed a collaborative tagging portal [11], where incoming users were given
one of ten prepared software engineering tasks. For each service in the portal
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each user has been asked to: (a) tag its behavior, input and output, and (b) clas-
sify it as either relevant for the task (potentially useful in the context of the
task) or irrelevant. The only source of information about service functionality
was documentation and parameter names extracted from the WSDL definitions
and other people’s tags. Note, that the authors of the JGD test collection had
saved the taggers’s cognition effort by documenting all missing but relevant in-
formation in original WSDL definitions (for this goal they used instruments
described in Section 3.2). The tagging process has been completed in the open
(non-laboratory) environment, where users could come to the portal any number
of times, at any time. We invited to participate our colleagues, with either in-
dustrial or academic experience in Web services, SOA or software engineering in
general. Furthermore, we have sent invitations to the open community, through
several public forums and Usenet groups concerned with related topics. The an-
notation portal was open for 12 days between September 16 and 27, 2009. Total
of 27 users provided 2716 annotations. The contribution of users was significant:
46% to 61% (depending on a service aspect) of tags were new (not system).

Results The only investment cost stemmed from approximately 40 man-hours
spent to develop the annotation portal (Challenge B). The operating cost in-
cluded almost 5 man-hours spent to invite taggers and promote the portal and
about 3 man-hours on maintenance of the portal during the annotation process
(fixing bugs) and answering to taggers’ questions. This shows there is no free
manpower in collaborative tagging: remaining operating cost was due to mar-
keting actions required to attract the community (Challenge A). If operating
cost is acceptable, a question remains whether such investment grants retrieval
effectiveness. In case of tag-based search effectiveness depends on whether some-
one has described a service that a user searches for in a way she would describe
it [35]. Figure 3a shows that people are very selective on which services to tag.
Thus, for larger service catalogs, tags are likely to be distributed among services
with respect to a power law, like in Web-scale tagging systems for other domains.
Particularly, unpopular services may be found in a very long tail of little-tagged
and untagged services and thus remain difficult to discover.

6.2 Assessing Retrieval Performance

An experimental evaluation has been performed during the Cross-Evaluation
track of the Semantic Service Selection 2009 contest [33]. By participation in
the contest we wanted to validate: (1) whether less formal descriptions do not
result in worse performance than methods using Semantic Web Services, and
(2) whether additional operating cost spent on attracting the community is jus-
tified by performance improvement with respect to methods with no operating
cost (i.e. methods automatically describing services). We briefly report the ex-
perimental setup of the contest and results. The complete experimental setup
and detailed results analysis are reported in [22,13].
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Competing Matchmakers WSColab has been compared with five other match-
makers tested over the same collection of services and service requests. The com-
petitors with more formal descriptions included: SAWSDL-MX1 [18], SAWSDL-
MX2 [19], SAWSDL-iMatcher3/1 [41], and IRS-III [5]. The family of methods
based on automatically described services was represented by the Themis-S [20].

Test Data All participants were given services and service requests from the
Jena Geography Dataset [21] to encode in their formalisms. For services we
reused service tags collected previously (see Section 6.1). The nine service re-
quests have been annotated in the following way. Each service request was a
natural language (NL) query that needed to be translated into a system query.
We collected query formulations from as many users as possible and the perfor-
mance of our matchmaker has been further averaged over all query formulations.
To avoid participation of persons who already have seen service descriptions, the
collection process has been performed in a more controlled environment than
tagging of services. We extended our annotation portal with a functionality of
presenting service requests and collecting system queries from users. User could
see neither services in the registry, nor results of her queries. The only infor-
mation shared was the vocabulary used to describe services during the tagging
phase. It was presented as: (1) query suggestions (through query autocompletion
technique), and (2) three tag clouds, one for each aspect of the annotation. No
information has been given about which service has been described by which tags.

Relevance Judgments The relevance of Web service responses has been checked
against binary relevance judgments and graded relevance judgments [23]. Both
types of judgments considered functional equivalence, functional scope and inter-
face-compatibility of the answer. Due to limited space we report only the results
for graded relevance judgments. Note, however, that the results were stable—the
position of WSColab in the ranking of compared matchmakers did not change
with respect to the binary relevance judgments.

Performance Metrics The retrieval effectiveness against the graded relevance
judgments has been measured using the nDCGi—a normalized Discount Cumu-
lative Gain at the rank (cut-off level) i [16]. Let Gi be a gain value that the i-th
returned service gains for relevance. We define

DCGi =

{

G1 , i = 1

DCGi−1 +Gi/log2(i+ 1) , i ≥ 2

The Discount Cumulative Gain (DCG) realistically rewards relevant answers in
the top of the ranking more than those in the bottom of the ranking. Calculated
DCGi is then normalized by the ideal possible DCGi to make the comparison
between different matchmakers possible. The discount factor of log2(i+1) is rel-
atively high, to model an impatient user who gets bored when she cannot find a
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relevant answer in the top of the ranking. We also plot the nDCG curve, where
the X-axis represents a rank, and the Y-axis represents a nDCG value for a given
rank. An ideal matchmaker has a horizontal curve with a high nDCG value; the
vertical distance between the ideal nDCG curve and the actual nDCG curve
corresponds to the effort a user wastes on less than perfect documents delivered
by a particular matchmaker. The efficiency of matchmakers has been measured
in terms of average query response time on an Intel Core2 Duo T9600 (2.8GHz)
machine with 4GB RAM running Windows XP 32bit.

Results All the results reported here are courtesy of the S3 contest organizers.
Figure 3b shows the nDCG curves for the compared systems. The performance
of the WSColab is the closest to the performance of an ideal one (with respect to
the nDCG measure). It has a relative performance of 65-80% over most of the
ranks while (except for the first two ranks) the remaining systems have a relative
performance less than 55-70%. Here, the intuition is that a user needs to spend
less effort to find relevant service with WSColab than using other matchmakers.
This not only justifies the operating cost of our description method, but also
shows that our matchmaker can be competitive to matchmakers working with
more formal service descriptions. Detailed results analysis (found in [13]) reveals
the possible cause: authors of formal approaches have encoded only informa-
tion about major features of the service. Encoding minor features (e.g. miles)
would require spending additional effort on expending existing domain ontologies
(Challenge A). Collaborative tagging does not require any additional effort when
extending vocabulary and thus minor features have been encoded (Challenge E).

With regard to retrieval efficiency, the average query response time of the
WSColab is below 1 millisecond. The second top-efficient matchmaker is the
SAWSDL-iMatcher3/1 with 170 milliseconds of average query response time
(Challenge F).

6.3 Assessing Usability Criteria

We asked how well our solution resolved usability-related challenges (C and D).
For this goal we analyzed retrieval effectiveness of each query formulating user.
Only one of the five users have used query language improperly by constantly
putting the keywords related to the input and keywords related to output in the
input field. He received the worst retrieval effectiveness (averaged over queries)
among all users. This may suggest the we should make search interface more
supportive in understanding the query language (Challenge C). With regard to
the description transparency (Challenge D), we observed that users found non-
system tags very valuable for describing service requests—the query keywords
were system tags, for only 22% for the behavior aspect, 26% for the input, and
34% for the output. This shows that most descriptions are transparent for a
user. Still, in a few cases performance of users suffered from vocabulary and
structure gaps: someone had described a searched service in a different way that
the searcher would (e.g. used altitude instead of height, or put information about
output in the behavior field).
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Fig. 3. Evaluation results: (a) user contributions in tagging the same services (darker
area represents more tags provided by a given user for a given service); (b) the nDCG
curves for the six different matchmakers averaged over 4 different graded relevance
judgments. Shown courtesy of the S3 contest organizers.

7 Concluding Remarks

To be discoverable a service needs to be described. We asked whether structured
collaborative tagging can be a practical approach for describing Web services
based only on available WSDL information harvested automatically from the
Web. Our work provides several suggestions in this direction. Structured col-
laborative tagging offers competitive retrieval performance with respect to more
expensive (in terms of description) methods based on semantic annotation. It
is easy to use and relatively transparent, thus usable for a searcher. However,
it does not allow to eliminate operating cost completely. Participation in col-
laborative tagging is voluntary, and hence certain amount of time and resources
must be spent on marketing to attract and to develop a community of devel-
opers around the portal. Most importantly, collaborative tagging suffers from
the lack of controllability. Controlling the annotation process is necessary to get
services with insufficient descriptions described but it cannot be reconciled with
one of the major motivations of a user to participate: her autonomy as to what,
when and how to tag [24]. Consequently, many services will not described at
all, thus remaining non-discoverable. This suggests that structured collabora-
tive tagging should be implemented by the service broker only as a description
method complementary to traditional ones.
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