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t. Popularity and su

ess of 
omputational grids will depend,among others, on the availability of appli
ation software. Maple2g isa grid-oriented extension of Maple. One of its 
omponents allows thea

ess of grid servi
es within Maple, while another one use of multiple
omputational units. The latter 
omponent is dis
ussed in this paper.It is based on a master-slave paradigm, and it is implemented usingGlobus Toolkit GT3, mpiJava and MPICH-G2. Preliminary experimentsare reported and dis
ussed. These are proving that a reasonable timeredu
tion of 
omputational-intensive appli
ations written in Maple 
anbe obtained by using multiple kernels running on di�erent grid sites.1 Introdu
tionComputer algebra systems (CAS) 
an be su

essfully used in prototyping sequen-tial algorithms for symboli
al or numeri
al solution of mathemati
al problems aswell as eÆ
iently utilized as produ
tion software in large domain of s
ienti�
 andengineering appli
ations. It is espe
ially in the latter 
ontext, when 
omputation-ally intensive problems arise. Obviously, su
h appli
ations of CAS 
an be
omeless time 
onsuming if an eÆ
ient method of utilizing multiple 
omputationalunits is available. This 
an be a
hieved in a number of ways: (a) parallelisationprovided \inside" of a CAS or (b) parallelization fa
ilitated by the environmentin whi
h multiple 
opies of the CAS are exe
uting; furthermore, utilization ofmultiple 
omputational units 
an o

ur through (
) 
omputations taking pla
eon a parallel 
omputer, or (d) utilization of distributed resour
es (i.e. grid based
omputing). Sin
e 
oarse grain parallelism has been proved to be eÆ
ient inan interpreted 
omputation environment su
h as the CAS, in this paper we areparti
ularly interested in the 
ase of running multiple 
opies of the CAS workingtogether within a grid. To be able to fa
ilitate this model of parallelism, a CASinterfa
e to a message-passing library is needed and in our resear
h we havedeveloped su
h an interfa
e for Maple.Maple is a popular mathemati
al software that provides an easy to use inter-fa
e to solve 
ompli
ated problems and to visualize the results of 
omputations.Our main reason for 
hoosing Maple is that, despite its robustness and userfriendliness, we were not able to lo
ate e�orts to link Maple with grids. Se-
ond, it is well known that Maple ex
els other CAS in solving sele
ted 
lasses of



problems like systems of nonlinear equations or inequalities [11℄. Furthermore,Maple has already a so
ket library for 
ommuni
ating over the Internet. Finally,distributed versions of Maple have been re
ently reported in [6℄ and [9℄.We intend to provide an environment where utilization of multiple 
omputa-tional units is possible within the Maple environment su
h that the programmerdoes not have to leave the familiar CAS interfa
e. While several parallel or dis-tributed versions of Maple, mentioned in Se
tion 2, were developed for 
lusters of
omputers, our goal is to \port" Maple to the 
omputational grid. Su

ess of ourproje
t will allow multiple grid users with Maple installed on their 
omputers,to pool their resour
es and form a distributed Maple environment.We have therefore pro
eeded to develop Maple2g: the grid-wrapper for Maple.It 
onsists of two parts: one whi
h is CAS-dependent and another, whi
h isgrid-dependent. In this way, any 
hange in the CAS or the grid needs to bere
e
ted only in one part of the proposed system. The CAS-dependent part isrelatively simple and 
an easily be ported to support another CAS or a lega
y
ode. Maple2g should therefore be portable to any new 
ommer
ial version ofMaple, in
luding the So
ket pa
kage. The system only relies on basi
 interfa
es tothe Maple kernel. More details about Maple2g ar
hite
ture are given in Se
tion 3.We 
ontinue by des
ribing, in Se
tion 4, the proposed approa
h to distributed
omputing. Finally, results of our experiments are presented in Se
tion 5, while
on
lusions and future improvements are enumerated in Se
tion 6.2 Parallel and distributed versions of MapleWith the in
reasing popularity of parallel and distributed 
omputing, resear
hershave been attempting at building support for parallel 
omputing into Maple. Weare aware of the following attempts to supplement Maple with parallel and/ordistributed 
omputation features.kMaplek is a portable system for parallel symboli
 
omputations built as aninterfa
e between the parallel programming language Strand and Maple [10℄. Su-garbush 
ombines the parallelism of C/Linda with Maple [2℄. Maple was portedalso to the Intel Paragon ar
hite
ture [1℄. Five message passing primitive wereadded to the kernel and used to implement a master-slave relationship amongstthe nodes. The manager 
ould spawn several workers and asyn
hronously awaitthe results. Finally, FoxBox provides an MPI-
ompliant distribution me
ha-nism allowing parallel and distributed exe
ution of FoxBox programs; it hasa 
lient/server style interfa
e to Maple [3℄.All these attempts took pla
e in the 1990th and are all but forgotten. Inre
ent years we observe a renewed interest parallel/distributed Maple.Distributed Maple is a portable system for writing parallel programs inMaple, whi
h allows to 
reate 
on
urrent tasks and have them exe
uted byMaple kernels running on separate networked 
omputers. A 
on�gurable pro-gram written in Java starts and 
onne
ts external 
omputation kernels on va-rious ma
hines and s
hedules 
on
urrent tasks for exe
ution on them. A smallMaple pa
kage implements an interfa
e to the s
heduler and provides a highlevel parallel programming model for Maple [9℄.



Parallel Virtual Maple (PVMaple) was developed to allow several indepen-dent Maple kernels on various ma
hines 
onne
ted by a network to 
ooperate insolving a problem. This is a
hieved by wrapping Maple into an external systemwhi
h takes 
are of the parallel exe
ution of tasks: a spe
ial binary is responsiblefor the message ex
hanges between Maple pro
esses, 
oordinates the intera
tionbetween Maple kernels via PVM daemons, and s
hedules tasks among nodes [6℄.A Maple library implements a set of parallel programming 
ommands in Maplemaking the 
onne
tions with the 
ommand messenger. The design prin
iples arevery similar to those of the Distributed Maple.The above mentioned parallel or distributed Maple proje
ts make use ofmessage-passing for interpro
essor 
ommuni
ation and provide message-passinginterfa
es to the user. Commands, like send and re
eive, are available so thata user 
an write a parallel Maple program using the message-passing program-ming model. These 
ommands are implemented either in user written subrou-tines 
allable by Maple or in s
ript �les written in Maple's native programminglanguage. They utilize low level message-passing routines from the standardMPI/PVM libraries, simple 
ommuni
ation fun
tions, or �le syn
hronizationfun
tions (in the 
ase of a 
ommuni
ation via a shared �le system). A
tually, ex-isting parallel/distributed versions Maple 
an be regarded as a message-passingextension of Maple. A re
ent more 
omprehensive des
ription of the availableparallel and distributed versions of Maple 
an be found in [9℄.None of the attempts at adding parallel/distributed features to Maple, thatwe were able to lo
ated tried to introdu
e Maple to the grids. It is the latter ideathat be
ame fo
us of our work. Our experiments with PVMaple showed suÆ-
ient eÆ
ien
y in solving large problems to follow this design paths in Maple2gdevelopment. As will be seen below, the later has similar fa
ilities with PVMaple.3 Maple2g ar
hite
tureRewriting a CAS kernel in order to supplement its fun
tionality with grid 
a-pabilities 
an be a 
ompli
ated and high-
ost solution. Wrapping the existingCAS kernel in an interfa
e between the grid, the user and the CAS 
an be donerelatively easily as an added fun
tionality to the CAS. In addition, it 
an also beadapted on-the-
y when new versions of the CAS in question be
ome available.In this way Maple2g is a prototype grid-enabling wrapper for Maple.Maple2g allows the 
onne
tion between Maple and 
omputational grids basedon the Globus Toolkit. The prototype 
onsists of two parts. A CAS-dependentpart (m2g) is the Maple library of fun
tions allowing the Maple user to intera
twith the grid or 
luster middleware. A grid-dependent part (MGProxy) is themiddleware, a pa
kage of Java 
lasses, a
ting as interfa
e between m2g and thegrid environment. The m2g fun
tions are implemented in the Maple language,and they 
all MGProxy whi
h a

esses the Java CoG API [5℄. A preliminarydes
ription of fundamental Maple2g 
on
epts is present in [7℄.Maple2g has three operating modes: user mode, for external grid-servi
e a
-
ess, server mode, for exposing Maple fa
ilities as grid servi
es, and parallel modefor parallel 
omputations in Maple using the grid.



In the 
urrent version of Maple2g we have implemented a minimal set offun
tions allowing the a

ess to the grid servi
es:m2g 
onne
t(): 
onne
tion via Java COG to the grid;m2g getservi
e(
; l): sear
h for a servi
e 
 and retrieve its lo
ation l;m2g jobsubmit(t; 
): job submission on the grid based of the 
ommand 
;m2g results(t): retrieve the results of the submitted job labeled t.More details about the implementation of the grid servi
es a

ess pro
eduresfrom Maple illustrated by several examples 
an be found in [8℄. Let us nowpro
eed to present some details of utilizing Maple2g in parallel on the grid.4 Coupling Maple kernels over grid - Maple2g approa
hThe 
omputational power of a CAS 
an be augmented by using several otherCAS kernels (the same or di�erent CASs) when the problem to be solved 
anbe split between these kernels or a distributed-memory parallel method is usedin order to solve it. The usage of a standard message-passing interfa
e for inter-kernel 
ommuni
ation allows the portability of the parallel version of a CAS inparti
ular an easy deployment on 
lusters and grids (Figure 1).The two extreme approa
hes to design the intera
tion with the message-passing interfa
e are minimal, respe
tively full, a

ess to the fun
tions of themessage-passing interfa
e. In the �rst 
ase the set of fun
tions is restri
ted tothose allowing to send 
ommands and re
eive results from the remote kernels.In the se
ond 
ase it is possible to enhan
e the CAS with parallel or distributed
omputing fa
ilities, allowing the a

ess of the CAS to other parallel 
odes thanthe ones written in the CAS language (the message-passing interfa
e 
an be usedas interpreter between parallel 
odes written in di�erent languages). The �rstapproa
h has been followed in our Maple2g prototype.Parallel 
odes using MPI as the message-passing interfa
e 
an be easily por-ted to grid environments due to the existen
e of the MPICH-G2 version whi
hruns on top of the Globus Toolkit. On other hand, the latest Globus Toolkit GT3is built in Java, and the Java 
lients are easier to write. This being the 
ase, wesele
ted mpiJava as the message-passing interfa
e between Maple kernels.In Maple2g a small number of 
ommands have been implemented and madeavailable to the user, for sending 
ommands to other Maple kernels and forre
eiving their results (Table 1).
Fig. 1. Coupling CAS kernels over the grid using a master-slave approa
h



Table 1. Maple2g fun
tions/
onstants for remote pro
ess laun
h/
ommuni
ationsFun
tion/
onst. Des
riptionm2g maple(p) Starts p pro
esses MGProxy in parallel modesm2g send(d; t; 
) Send at the destination d a message labeled t 
ontaining the 
ommand
; d, t are numbers, 
, a string; when d is "all", 
 is send to all kernelsm2g re
v(s; t) Re
eive from the sour
e s a message 
ontaining the results from thea previous 
ommand labeled t; when s is 'all', a list is returned withthe results from all kernels whi
h have exe
uted the 
ommand tm2g rank MGProxy rank in the MPI World, 
an be used in a 
ommandm2g size Number of MGProxy pro
esses, 
an be used in a 
ommand
Fig. 2. From a m2g 
ommand to a grid requestMaple2g fa
ilities are similar to those introdu
ed in the PVMaple [6℄. Theuser's Maple interfa
e is seen as the master pro
ess, while the other Maple kernelsare working in a slave mode. Command sending is possible not only from theuser's Maple interfa
e, but also from one kernel to another (i.e. a user 
ommand
an 
ontain inside a send/re
eive 
ommand between slaves).Figure 2 shows how the m2g maple 
ommand is translated in a grid request.MGProxy is a
tivated from user's Maple interfa
e with several other MG-Proxy 
opies by m2g maple 
ommand. The 
opy with the rank 0 enters in usermode and normally runs in the user environment, while the others enter in servermode. Communi
ation between di�erent MGProxy 
opies is done via mpiJava.5 Test resultsWe have tested the feasibility of Maple2g approa
h to development of distributedMaple appli
ations on a small grid based on 6 Linux 
omputers from two lo
a-tions: 4 PCs lo
ated in Timisoara, Romania; ea
h with a 1.5 GHz P4 pro
essorand 256 Mb of memory, 
onne
ted via a Myrinet swit
h at full 2Gb/s and 2 
om-puters lo
ated at the RISC Institute in Linz5; one with a P4 pro
essor runningat 2.4 GHz and 512 Mb, and a portable PC with a 1.2 GHz PIII pro
essor and512 Mb, 
onne
ted through a standard (relatively slow) Internet 
onne
tion.Note that the one of the possible goals of using the Maple kernels on the gridis to redu
e the 
omputation time (it is not to obtain an optimal runtime, like5 In the frame of the IeAT proje
t supported by Austrian Ministries BMBWK proje
tno. GZ 45.527/1-VI/B/7a/02, BMWA proje
t GZ no. 98.244/1-I/18/02



>with(m2g); m2g_MGProxy_start();[m2g_
onne
t,m2g_getservi
e,m2g_jobstop,m2g_jobsubmit,m2g_maple,m2g_rank,m2g_re
v,m2g_results,m2g_send,m2g_size,m2g_MGProxy_end,m2g_MGProxy_start℄Grid 
onne
tion established>p:=4: a:=1: b:=2000: m2g_maple(n);Conne
t kernel 1: su

essfulConne
t kernel 2: su

essfulConne
t kernel 3: su

essfulConne
t kernel 4: su

essful>m2g_send("all",1,
at("s:=NULL:a:=",a,":b:=",b,": for i from a+m2g_rank"," to b by m2g_size do if isprime(i*2^i-1) then s:=s,i fi od: s;"):>m2g_re
v("all",1);[[81,249℄,[2,6,30,362,462,822℄,[3,75,115,123,751℄,[384,512℄℄>m2g_MGProxy_end();Grid 
onne
tion 
losedFig. 3. Maple2g 
ode and its results sear
hing all the Woodall primes in [a; b℄on a 
luster or a parallel 
omputer. When a grid user exe
utes a parallel Mapleprogram, other 
omputers typi
ally be
ome available as \slaves". Taking intoa

ount the possible relative slowness of the Internet (and unpredi
table 
on-ne
tion laten
y), it would be 
ostly to pass data frequently among the 
omputa-tional nodes. This being the 
ase, the best possible eÆ
ien
y for embarrassinglyparallel problems; for example, when ea
h slave node re
eives a work pa
kage,performs the required 
omputation, and sends the results ba
k to the master.In what follows we present two examples of su
h 
omputations, whi
h therefore
an be treated as the \best 
ase" s
enarios.There are several 
odes available on Internet to solve in parallel open pro-blems like �nding prime numbers of spe
i�
 form [4℄. For example, 
urrentlythe Woodall numbers, the primes of the form i2i � 1, are sear
hed in the inter-val [105; 106℄. Figure 3 presents the Maple2g 
ode and its results sear
hing theWoodall primes in a given interval [a; b℄ using p = 4 Maple 
omputational units.A se
ond example involves graphi
al representation of results of a 
omputa-tion. Given a polynomial equation, we 
ount the number of Newton iterationsne
essary to a
hieve a solution with a predes
ribed pre
ision and starting from aspe
i�
 value on the 
omplex plane. If we 
ompute these numbers for the pointsof a re
tangular grid in a 
omplex plane, and then we interpret them as 
olors,we may obtain a pi
ture similar to that from Figure 4. The same �gure displaysthe Maple2g 
ode in the 
ase of using 4 kernels; verti
al sli
es of the grid areequally distributed among these kernels.We have run our experiments on two basi
 
ombinations of available 
ompu-ters. First, using 4 ma
hines 
lustered in Timi�soara and, se
ond, using 2 ma
hinesin Timi�soara and 2 in Linz. We have experimented with a number of possibleapproa
hes to the solution of the two problems, where both problems 
ome in twodi�erent sizes representing a \small" and a \large" problem. Table 2 summarizesthe results and the notations used there refers to the following 
ase studies:Sequential: the Woodall prime list and the plot were 
onstru
ted without anysplitting te
hnique and the results 
ome form one of the PC's in Timi�soara.



>with(m2g): m2g_MGProxy_start(); no_pro
s:=4;>m2g_maple(no_pro
s): d:="all";>m2g_send(d,1,"f:=x->x^7+x^6+5*x^5+3*x^4+87*x^3+231*x^2+83*x+195:"):>m2g_send(d,2,"newton:=pro
(x,y) lo
al z,dif,m;dif:=1; z:=evalf(x+y*I);for m to 30 while abs(dif)>0.1*10^(-8) dodif:=f(z)/D(f)(z); z:=z-dif od; m end:");>m2g_send(d,3,"plot3d(0,-5+10*m2g_rank/m2g_size..-5+10*(m2g_rank+1)/m2g_size, -5..5, grid=[160/m2g_size,160℄,style=pat
hnogrid,orientation=[90,0℄,
olor=`newton`);"):>plots[display3d℄(m2g_re
v(d,3)); m2g_MGProxy_end();Fig. 4. Maple2g 
ode and the graphi
al result in measuring the levels of Newton ite-rations to solve in the 
omplex plane a polynomial equation of degree sevenIdeal: the maximum possible redu
tion of the time using p pro
essors;Cy
le: the Woodall prime list or the plot were 
onstru
ted in a sequential man-ner, but in a 
y
le with p steps. The time per step is variable. We registeredthe maximum of the time value of ea
h step (on a 
luster's PC).MPI-
luster: The 
odes from the Figs. 3 and 4 are used on p pro
essors of the
luster; here mpiJava is installed over MPICH version; Globus is not used.G2-
luster: Same 
odes were used on p pro
essors of the 
luster in Timi�soara,here mpiJava is installed over MPICH-G2 using Globus Toolkit 3.0.G2-net: Same 
odes were used on p di�erent pro
essors running the mpiJavabased on MPICH-G2: in the 
ase of p = 2, one PC in Timi�soara and thefaster ma
hine in Linz are used; in the 
ase of p = 4, two PC's in Timi�soaraand two 
omputers in Linz are used. The parallel eÆ
ien
y is 
omputed.Overall, it 
an be said that a reasonable parallel eÆ
ien
y for the larger problemhas been a
hieved: for the Woodall primes: 73% for 2 pro
essors and 44% for 4pro
essors; for Newton iteration visualization: 75% for 2 pro
essors and 40% for 4pro
essors. As expe
ted, eÆ
ien
y is improving as the problem size is in
reasing.At the same time the results are somewhat disturbing when one 
onsidersthe 
urrent state of grid 
omputing. On the lo
al 
luster, the results based onTable 2. Time resultsProblem Woodall primes Newton iterationsp Implementation [a; b℄=[1,2000℄ [a; b℄=[1,4000℄ grid=160 � 160 grid=300� 3001 Sequential 236 s 3190 s 208 s 1804 s2 Ideal 118 s 1595 s 104 s 902 sCy
le 122 s 1643 s 105 s 911 sMPI-
luster 135 s 1725 s 123 s 1020 sG2-
luster 153 s 1846 s 138 s 1071 sG2-net 185 s 2197 s 160 s 1199 s4 Ideal 59 s 797 s 52 s 451 sCy
le 65 s 885 s 55 s 473 sMPI-
luster 79 s 1027 s 73 s 654 sG2-
luster 107 s 1263 s 94 s 784 sG2-net 160 s 1831 s 138 s 1129 s



mpiJava and MPICH are substantially better than these obtained when thempiJava and MPICH-G2 are used. This indi
ates a 
onsiderable ineÆ
ien
yin the MPICH-G2 pa
kage. Furthermore, our results indi
ate that 
urrently,realisti
 appli
ation of grids over the Internet makes sense only for very largeand easy to parallelize problems (like seti�home). For instan
e, when ma
hinesresiding at two sites were 
onne
ted then the eÆ
ien
y dropped by about 18%.Obviously, in this 
ase this is not the problem with the grid tools, but withthe Internet itself. However, sin
e the grid is hailed as the future 
omputationalinfrastru
ture, and sin
e our two problems represented the best 
ase s
enario,it should be 
lear to everyone that, unfortunately, we are far away from theultimate goal of the grid paradigm.6 Con
lusions and future developmentsAt this stage, the proposed extension of Maple exists as a demonstrator system.Maple2g preserves the regular Maple instru
tion set and only add several newinstru
tions. Further work is ne
essary to make it a more 
omprehensive pa
kageand to 
ompare it with similar tools build for 
lusters. In this paper we haveshown that utilizing Maple2g allows developing grid-based parallel appli
ations.Our initial test have also indi
ated satisfa
tory eÆ
ien
y of Maple2g, espe
iallywhen native MPI tools are used (instead of their Globus based 
onuterparts). Inthe near future we plan intensive tests on grids on a large domain of problems tohelp guide further development of the system. Among others, the master-slaverelationship between nodes will be extended to allow slaves to be
ome mastersthemselves and thus fa
ilitate the development of hierar
hi
al grid appli
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