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Abstract

Discretization of a large number of mathematical problems leads to block-structured matrices. Operations on these matrices become the most expensive part of the solution of the original problem. To achieve an efficient solution, a level 3 BLAS based library of subroutines is proposed and its performance on an SGI Power Challenge 8000 is illustrated.

1 Introduction

A number of mathematical problems give rise to block bidiagonal (BBD), block tridiagonal (BTD), almost block diagonal and other block-structured linear systems [1,6,8,10]. The need for efficiency in dealing with such matrices becomes particularly transparent when (a) a nonlinear problem is being solved and thus a block-structured matrix has to be factorized in each step of an iterative scheme, and (b) when a tearing-type strategy is applied to a very large block-structured matrix to achieve parallelization of the solution process [1,2,5]. In both cases the efficiency of the matrix operations becomes the bottleneck of the solution process.

In this note we present the efficiency of a level 3 BLAS based library of subroutines [3] performing matrix multiplication, matrix factorization and a back-solve for block-structured matrices. Due to lack of space we will limit our attention to block bidiagonal and block tridiagonal matrices and to the SGI Power Challenge 8000 computer (timing results were collected using the dtime utility and each result is an average of multiple runs). Results of earlier experiments on the Cray J-916 computer can be found in [7,9]. We will try to address one basic question: Should block structured matrices be represented in the block-structured form, or should they be represented as banded matrices.

2 Matrix-Vector Multiplication

It is easy to visualize how the matrix-vector and the matrix-matrix multiplication of block bidiagonal and block tridiagonal matrices can be realized by a sequence of calls to the level 3 BLAS matrix multiplication routine _GEMM.

The proposed library allows both straightforward multiplication and a multiplication by a transposed matrix. The latter is achieved by appropriately applying the transpose option of the _GEMM. The performance of the library routines will be compared with the level 2 BLAS routine _GBMV which performs a matrix-vector multiplication for a banded matrix. Let us assume that A is a BTD (or a BBD) matrix consisting of k blocks of size n. In the library routines it will be represented as a collection of blocks stored in a column-oriented fashion. The same BTD (BBD) matrix can be represented as a banded matrix. For the purpose of the _GBMV routine it would be stored as a collection of vectors representing the main diagonal and 2n-1 sub-diagonals and 2n-1 super-diagonals (in case of the BBD matrix we would have n-1 sub-diagonals and 2n-1 super-diagonals). This difference in storage scheme had a significant effect on performance on the Cray vector-computer. Although the banded representation stores elements that are outside of the original matrix, the long vectors allowed the banded storage based _GBMV to outperform the block-oriented routines for approximately n<30 (see [9] for more details).

In the first series of experiments we compare the performance of the block-oriented and banded matrix-vector multiplication. In Figure 1 we present the ratio of time of the banded and block-oriented routines for the increasing block size n for BTD and BBD matrices and their transposes (denoted by (T)). In this, and the remaining figures, the results presented are for k = 400 blocks. We have found that the number of blocks k does not affect the performance.

The results indicate that for small blocks the banded representation should be used. It is only for n>10 when the blocked approach outperforms the banded one. The difference in time is especially visible for the medium-size blocks, and for the largest blocks it tends to decrease which is likely to be an effect of the cache management. It can be, however, predicted that for very large blocks, this difference will increase again as the banded approach will perform a number of additional unnecessary operations on the zero elements that do not belong to the original matrix.

The situation is different for the transposed matrices. Here, the banded approach is much more efficient. As the block size n is increasing the blocked approach seems to be slowly gaining and it can be predicted that for large blocks it should be the approach of choice.
Figure 1. Matrix-vector multiplication banded vs. blocked approach; (T) denotes transpose.

Figure 2. Matrix factorization banded vs. blocked approach; (R) denotes row pivoting, (C) denotes column pivoting.
3 Matrix factorization

In the second series of experiments we have studied the performance of the LU factorization routines. Here the question of a fair comparison needs to be addressed. The block-algorithms perform the LU factorization with limited pivoting, where the pivot element is sought only in the middle-block. This result follows the strategy proposed originally by Varga in [10]. In the same paper the detailed result concerning the stability of this approach can be found. The factorization routine for the banded matrices from the LAPACK library _GBTRF_ uses pivoting and row interchanges. This means that a fill-in of the size of the upper bandwidth is generated (and additional arithmetical operations performed).

We believe that since pivoting is also performed by the block-oriented algorithms it is fair to make a straightforward comparison between the two approaches. It is assumed that the additional cost of the banded solver is part of the price one has to pay when using a black-box library software. Finally, in both cases of _BBD_ and _BTD_ matrices we have combined pivoting with row (denoted as (R)) and column (denoted as (C)) interchanges to see if there is a performance difference caused by these two approaches.

The results are much more favorable for the blocked approach than in the case of matrix-vector multiplication. Already for _n>9_ the block-oriented approaches outperform the banded one. In addition, the performance gain increases as the block size _n_ increases. It is slightly larger for the _BTD_ matrices than for the _BBD_ matrices and in both cases there is almost no difference between the column and row pivoting strategies. Only for the _BBD_ matrices the column pivoting slightly outperforms the row pivoting.

4 Back substitution

In the final series of experiments we have compared the performance of the back solvers for a single right hand side for the matrices decomposed by the factorizing routines described above. In Figure 3 we present the ratio of times used by the level 2 BLAS based banded solver _GBTRS_ and the block-oriented back-solvers for the increasing block size _n_. Since the row and column pivoting based factorizations have been implemented there are 4 back solvers available: row pivoting (R), row pivoting transposed (RT), column pivoting (C), column pivoting transposed (CT). They are compared with the banded and banded transposed solvers as appropriate.

As in previous cases for _n>10_ the block-oriented solvers start to outperform the banded approach. Surprisingly, the _BBD_ solver creates a more substantial performance gain than the _BTD_ solver. There seems to be no particular difference between the four solvers for each blocked matrix; in particular there is no difference between the transposed and the non-transposed solvers. Just as in the
case of matrix-vector multiplication, as the value of $n$ increases the difference between the performance of the banded and the block-oriented solvers slowly disappears. Again, it can be predicted that for large values of $n$ the difference will start increasing as the banded solver performs unnecessary arithmetical operations.

5 Concluding remarks

In this note we have compared the performance of the banded and the block-oriented approaches to the basic operations (multiplication, factorization and back-substitution) on block-structured matrices. We have found that on the SGI Power Challenge 8000 RISC-based supercomputer for small blocks $n < 10$ the banded approach is superior to the block-oriented approach for all operations and should be the method of choice in the computational practice. As the block size increases the blocked approach outperforms the banded one. This is especially true for the matrix factorization, the most time consuming operation of the investigated. These results differ slightly from those reported for the Cray vector-processors where the banded approach has outperformed the blocked approaches for $n < 30$ for matrix-vector multiplication and a straightforward back-substitution. In the case of matrix factorization the results on both computers were similar. Finally, on the Cray the blocked and banded transposed back-substitution runs equally fast [10]. These results present an interesting challenge to the designers of codes like e.g. COLNEW [4] which relies heavily on block structured linear algebra. In the near future we will expand our investigation and consider the almost block diagonal matrices and other RISC based high performance computers (in particular the SGI Power Challenge 10000 and the Convex Exemplar).
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