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t. One of the developments that 
an lead to a wider usage ofgrid te
hnologies is grid-enabling of appli
ation software, among them
omputer algebra systems. A 
ase study des
ribed here involves Maple.The proposed maple2g pa
kage allows the 
onne
tion between the 
ur-rent version of Maple and the 
omputational grid based on Globus.1 Introdu
tionComputer algebra systems (CASs) are frequently used by mathemati
ians orengineers to perform 
ompli
ated 
al
ulations and are rightfully seen as one ofmajor sour
es of user's produ
tivity. In pra
ti
e it is often desirable to be ableto augment the CAS with fun
tionality from an external software artifa
t (e.g.pakage, appli
ation et
.). Nowadays, in this pro
ess one 
an rely on alreadyavailable solutions, su
h as the grid te
hnology.Several proje
ts aim at providing APIs to exe
ute s
ienti�
 libraries or pro-grams over the grid. NetSolve [1℄ is a grid based server that supports Matlaband Mathemati
a as native 
lients for grid 
omputing. MathLink [8℄ enablesMathemati
a to interfa
e with external programs via an API interfa
e. Math-GridLink [6℄ permits the a

ess to the grid servi
e within Mathemati
a, and thedeployment of new grid servi
es entirely from within Mathemati
a. The Geodisetoolkit [3℄ is a suite of tools for grid-servi
es whi
h are presented to the user asMatlab fun
tions, 
alling Java 
lasses whi
h in turn a

ess the Java CoG API.MapleNet [4℄ o�ers a software platform to e�e
tive large-s
ale deployment of
omprehensive 
ontent involving live math 
omputations.To be able to fa
ilitate development of parallel grid distributed CAS appli
a-tions, a CAS interfa
e to a message-passing library is needed. There exist morethen 30 parallel Matlab proje
ts [2℄. gridMathemati
a [8℄ allows the distributionof Mathemati
a tasks among di�erent kernels in a distributed environment.Maple is utilized as the CAS of 
hoi
e in our attempt to 
ouple a CASand a 
omputational grid. The main reason for this 
hoi
e is that, despite itsrobustness and ease of use, we were not able to lo
ate e�orts to link Maplewith grids. Se
ond, it is well known that Maple ex
els other CAS in solving se-le
ted 
lassess of problems like systems of nonlinear equations or inequalities [7℄.Furthermore, Maple has already a so
kets library for 
ommuni
ating over theInternet, and a library for parsing XML (a data-ex
hange standard widely uti-lized in the grid 
ommunity). Finally, distributed versions of Maple have beenre
ently reported in [5℄.



To obtain our goal we pro
eeded by developing Maple2g: the grid-wrapperfor Maple. It 
onsists of two parts: one whi
h is CAS-dependent and the other,whi
h is grid-dependent and thus any 
hange in the CAS or the grid needs to bere
e
ted only in one part of the proposed system. The CAS-dependent part is re-latively simple and 
an esily be ported to support another CAS or a lega
y 
ode.2 Developing a grid-aware Maple extensionOur analysis of the grid aware CAS systems indi
ates that any su
h a systemmust have at least the following fa
ilities:Ability to a

ept inputs from the grid: the CAS must be opened to augment itsfa
ilities with external modules, in parti
ular it should be able to exploregrid fa
ilities, to 
onne
t to a spe
i�
 grid servi
e, to use the grid servi
e,and to translate its results for the CAS interfa
e.Being a sour
e of an input for the grid: the CAS or some of its fa
ilities mustbe seen as grid servi
es and a
tivated by remote users in appropriate se
urityand li
ensing 
onditions; furthermore, deployment of grid servi
es must bedone in an easy way from the inside of the CAS.Ability to 
ommuni
ate and 
ooperate over the grid: similar or di�erent kernelsof CASs must be able to 
ooperate within a grid in solving general prob-lems; in order to have the same CAS on di�erent 
omputational nodes agrid-version of the CAS must be available; in the 
ase of di�erent CASs,appropriate interfa
es between them must be developed and implemented ora 
ommon languages for inter-
ommuni
ation must be adopted.Rewriting a CAS kernel in order to improve its fun
tionality towards grids
an be a 
ompli
ated and high-
ost solution. Wrapping the existing CAS kernelin 
ode a
ting as the interfa
e between the grid, the user and the CAS 
an bedone relatively easily as an added-fun
tionality to the CAS. In addition, it 
analso be adapted on-the-
y when new versions of the CAS in question be
omeavailable.Maple2g is a prototype of a grid/
luster-enabling wrapper for Maple. Asdes
ribed below it 
onsists of two 
omponents, MGProxy, a Java interfa
e betweenMaple and the grid/
luster environment, and m2g, a Maple library of fun
tionsallowing the Maple user to intera
t with the grid/
luster middleware.MGProxy has three operating modes:1. user mode: a
tivated from inside of the Maple environment (by the m2g MG-Proxy start 
ommand), re
eives the user 
ommand from the user's Mapleinterfa
e via a so
ket interfa
e, 
onta
ts the grid/
luster servi
es (in
ludingalso other MGProxy pro
esses), queries the user requests to the 
onta
tedservi
es, and sends the results of the queries to the main Maple interfa
e.2. server mode: a
tivates a Maple twin pro
ess (whi
h enters in a in�nite 
y
leof interpreting 
ommands in
oming via the so
ket interfa
e from MGProxy),a
ts as a server waiting for external 
alls, interprets the requests, sendsthe authenti
ations requests to the Maple twin pro
ess, re
eives the Mapleresults, and sends them ba
k to the user.



Table 1. Fun
tions available in m2g libraryFun
tion Des
riptionm2g 
onne
t() Conne
tion via Java COG to the gridm2g getservi
e(s; l) Sear
h for a servi
e s and retrieve its lo
ation lm2g jobsubmit(t; 
) Allows a job submission in the grid environment labeled with thenumber t: the 
ommand 
 is a string in the RSL formatm2g results(t) Retrieve the results of the submitted job labeled tm2g maple(p) Starts p pro
esss MGProxy in parallel modesm2g send(d; t; 
) Send to the destination kernel d a message labeled t 
ontainingthe 
ommand 
; d { 'all' or a number, t { number, 
 { stringm2g re
v(s; t) Re
eive from the kernel labeled s results from the
ommand labeled t; s { 'all' or a number, t { numberm2g rank MGProxy rank in the MPI World, 
an be used in a 
ommandm2g size Number of MGProxy pro
esses, 
an be used in a 
ommand3. parallel mode: is a
tivated from user's interfa
e with several other MGProxy
opies; the 
opy with the rank 0 enters in user mode and runs in the user envi-ronment, while the others enter in server mode; the 
ommuni
ation betweendi�erent kernels is established through a standard message passing interfa
e.The 
urrent version of Maple2g has a minimal set of fun
tions (des
ribed inTable 1) allowing a

ess to the grid servi
es. These fun
tions are implemented inthe Maple language, and they 
all MGProxy whi
h a

esses the Java CoG API.For example, a

essing a grid-servi
e 
an be done in the steps des
ribed in Fig.1.The 
omponent responsible for a

essing Maple as a grid-servi
e is similar tothat of the MapleNet [4℄. In the 
urrent version of the Maple2g prototype, thea

ess to the fully fun
tional Maple kernel is allowed from the grid: MGProxy a
t-ing as CAS-grid interfa
e implements only an a

ount 
he
k pro
edure in order toverify the user rights to a

ess the li
ensed version of Maple residing on the grid.Parallel 
odes using MPICH as their message-passing interfa
e 
an be easilyported to grid environments due to the existen
e of a MPICH-G version whi
hruns on top of the Globus Toolkit. On other hand, the latest Globus Toolkit isbuild on Java, and the Java 
lients are easier to write. This being the 
ase, wesele
ted the mpiJava as the message-passing interfa
e between Maple kernels.> with(m2g): m2g_MGProxy_start(); m2g_
onne
t();[m2g_
onne
t, m2g_getservi
e, m2g_jobstop, m2g_jobsubmit, m2g_maple,m2g_MGProxy_end, m2g_MGProxy_start, m2g_rank, m2g_re
v, m2g_results,m2g_send,m2g_size℄Grid 
onne
tion established> m2g_getservi
e("gauss",`servi
e_lo
ation`);["&(exe
utable=/home/Diana/m2g/Gauss.sh)","&(exe
utable=/tmp/gauss)"℄> m2g_jobsubmit(3,servi
e_lo
ation[1℄);job submitted> m2g_results(3); m2g_MGProxy_end();Solving linear syst. with Gauss method: Input in.txt, Output out.txtGrid 
onne
tion 
losedFig. 1. A

essing in Maple an external linear solver, available as a grid servi
e



>with(m2g): m2g_MGProxy_start(); m2g_maple(4): d:=`all`:>m2g_send(d,1,"f:=(x,y)->(x^2-y^2+0.32, 2*x*y+0.043):"):>m2g_send(d,2,"g:=(x,y)->x^2+y^2:"):>m2g_send(d,3,"h:=(x,y)->if g((f��130)(x,y))<1 then 0 else 1 fi:"):>m2g_send(d,4,"plot3d(`h(x,y)`,grid=[400/mg_size,400℄,y=-1.15..1.15,> x=-1+2*mg_rank/mg_size..-1+2*(mg_rank+1)/mg_size,style=point,> view=[-1..1,-1.15..1.15,0..0.1℄,orientation=[90,0℄);"):>plots[display3d℄(m2g_re
v(`all`,4)); m2g_MGProxy_end();Fig. 2. A Julia fra
tal: the plotting time of order O(103) s in the sequential 
ase 
an beredu
ed by a speedup fa
tor of 3:5 using 4 Maple kernels treating equal verti
al sli
esIn Maple2g a small number of 
ommands is available to the user, for sending
ommands to other Maple kernels and for re
eiving their results (Table 1). Thesefa
ilities are similar to those introdu
ed in PVMaple [5℄. The user's Maple in-terfa
e is seen as the master pro
ess, while the other Maple kernels are workingin a slave mode. Command sending is possible not only from the user's Mapleinterfa
e, but also from one kernel to another (i.e. a user 
ommand 
an 
ontaininside a send/re
eive 
ommand between slaves).To test the feasibility of this approa
h to developing distributed Maple appli-
ations, tests have been performed on a small PC 
luster (8 Intel P4 1500 MHzpro
essors, 
onne
ted by a Myrinet swit
h at 2Gb/s). When splitting the time-
onsuming 
omputations we have observed an almost linear speedup. While adetailed report on parallel Maple2g is outside of the s
ope of this note, in Fig.2we give an example of a parallel Maple2g 
ode.At this stage Maple2g exists as a demonstrator system; however it alreadyshows its potential. In the near future it will be further developed to in
ludefa
ilities existing in other systems, in order for it to be
ome 
omparably ro-bust as NetSolve or Geodise. Tests on grid on a large domain of problems willhelp guide further development of the system. Deployment of grid servi
es fromMaple in other languages than Maple using the 
ode generation tools will bealso taken into 
onsideration. Finally, the next version of MGProxy will allowthe 
ooperation between di�erent CAS kernels residing on the grid.Referen
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