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Abstract 

We consider the construction and management of user 
profiles for an agent-based travel support system, with the 
goal of providing personalized content for individual users 
of the system. Profiles consist of statements about the 
“world of travel.” Conditional probabilities for each 
statement model the strengths of user preferences. These 
probabilities are derived from implicit and explicit 
observations of user behavior. 
 
 
1. Introduction 
 

The ability of sites such as Travelocity and Expedia to 
filter the mass of travel-related information on the Internet 
is key to their popularity. Content filtering and 
personalization is the antidote to information overload, 
and as such it plays an increasingly important role in our 
interactions with large-scale databases such as airline 
reservation systems and yellow page listings. Software 
agents have long been touted as a facilitating technology 
in this respect. The natural mapping between travel agents 
and software agents has inspired a number of attempts to 
design and implement an agent-based travel support 
system. Although most of these designs were purely 
conceptual, a few have proceeded to the implementation 
phase. We have developed an agent-based system for 

providing personalized travel-related content to Web users 
[2, 9, 13, 14, 24, 25]. In a recent paper [15] we have 
summarized current design of the system, which is to 
support needs of travelers by storing in a central repository 
semantically demarcated data (data gathering rather then 
indexing [12]). In this note we will discuss how the 
content personalization aspects of our design by focusing 
on how user profiles are created, managed and used. The 
most important contribution of this work is to go beyond 
the standard work on personalization, presented for 
instance in [8, 30, 31, 32, 33, 34, 36], where the exact 
form of data to be operated on is either ignored or is 
radically different from that which we have proposed. 

We proceed as follows: in Section 2 we present the 
general architecture of the system and briefly sketch its 
functionality. Section 3 characterizes the travel-related 
data that the system manipulates and describes how this 
data is utilized in the context of user-system interactions 
(Section 4). In Section 5 we outline a basic user profile 
and methods for creating and updating profiles. Finally, in 
Section 6 we discuss how the user profile is actually 
employed in the system. We conclude the paper with 
description of current activities. 

 
2. System architecture 
 

The helicopter view of the architecture of the proposed 
system is depicted in Figure 1. Let us briefly summarize 



each of the components presented there (a more detailed 
description can be found in [15]). 

 

 
Figure 1. Infrastructure for the travel support system 

 

Verified Content Providers (VCP) 
Nowadays, a very large number of web sites contain 
travel-related information. However, due to the highly 
dynamical nature of the Internet, it is very difficult to 
successfully process available information [23]. Moreover, 
while the Semantic Web Project is to provide an answer to 
this situation [7], for the time being its main ideas remain 
“plans and wishes for the future.” In reality, 99% of web 
content is based on HTML and other simple demarcations 
that are devoted to representing content in a human, rather 
than machine consumable format. Therefore, to address 
problems discussed in [23], and, more generally, to answer 
the question: “how can we provide users with the most 
accurate and most relevant information?” we utilize the 
concept of Verified Content Providers (VCP) [1]. 

A VCP is a site that is known to provide reliable and 
consistently available information (e.g. it does not 
“randomly” appear and disappear and/or change its 
format). It can be assumed that even though ontologically 
demarcated content is not available, it is possible to 
develop an interface for harvesting information and 
transforming it to such a form (see Content Collection 
Subsystem). 

Other Sources (OS) 
When dealing with unverified (vis-à-vis the VCPs), 
unstructured Internet-based information one has to 
consider: (a) its amount that makes an exhaustive search 
practically impossible, (b) unreliability of data, and (c) 
sources containing contradictory information that require 
application of data deconfliction techniques (e.g. fuzzy 
reasoning or rough set based techniques). Still, we should 
not discard such additional information and utilize it 
whenever possible. This approach will be even more 
important when the Semantic Web [7] will become 
popular among small independent sites making data 
available there much easier to process automatically. 

Content Collection Subsystem (CCS) 
In the proposed approach, the information gathered from 
the VCPs and OS is stored in a form of semantically 
demarcated “tokens” describing travel resources. We have 
selected the RDF as the ontology tagging “language” [28]. 
Making this decision, JENA [18] became an immediate 
choice for the technology for storing RFD triples. Thus, in 
the CCS, sets of RDF triples defining travel object 
(according to the system-defined ontology [11]) collected 
from the Internet (and possibly other repositories) are 
stored in the, JENA-based, central repository. Note that 
questions related to the size and to the centralized nature 
of the repository are outside of the scope of this note. 

Content Management Subsystem (CMS) 
This subsystem involves all functions related to 
management of data stored in the central repository. Here, 
we are particularly interested in incomplete tokes 
delivered by the CCS (e.g. restaurant that is missing phone 
number, or hotel that is missing information about 
amenities) and tokens that contain time sensitive 
information (e.g. programs of movie theaters that change 
every Friday). Obviously, even information that is not 
explicitly time-sensitive (e.g. Museum opening times) has 
to be re-verified in some unspecified time intervals. The 
CMS provides infrastructure that is to assure reliability of 
the information stored in the system. 

Content Delivery Subsystem (CDS) 
This subsystem is the one that we are particularly 
interested in. Here the data stored in the central repository 
is manipulated for the delivery to the user. Agents in this 
subsystem receive a query from the user and work to 
provide information responding to that query in a way that 
is matching her personal preferences. We discuss this 
process in more detail in subsequent sections. 

Users 
The system is to be accessible to any Internet-enabled 
device, ranging from standard PC-based browsers to 
palmtops and WAP-conversant phones etc., and even non-
human entities (such as other agents). Upon completion, 
system responses are delivered to the user in the format 
that matches specific requirements of the device (see [10, 
16] for more details). 
 
3. Data in the system 
 

Travel-related data for our travel support system is 
stored in form of semantically demarcated travel object 
tokens (sets of RDF triples). Each complete token 
represents an instance of a concept defined by our travel 
ontology. Thus far we have developed and “implemented” 
complete ontologies of a hotel and a restaurant (see [11] 
for examples and a discussion of how these ontologies are 
related). Figure 2 shows a fragment of the restaurant 
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ontology. Note the cuisine “branch” and the “payment 
method” branch.  

 
 
Figure 2. Fragment of restaurant ontology 
 

For each travel object known to the system we store a 
complete set of statements for all properties of the 
ontology definition. For instance, a restaurant might be 
described by set of RDF statements (in N3 syntax) shown 
in Figure 2: 
 
@prefix :  
 <http://www.agentlab.com/db/chefmoz.rdf#>. 
@prefix money:  
 <http://www.agentlab.com/schemas/money.rdf#>. 
@prefix rdf:  
 <http://www.w3.org/1999/02/22-rdf-syntax-ns#>. 
@prefix res:  
 <http://www.agentlab.com/schemas/restaurant.rdf#>. 
  
<#Poland_ZP_Swinoujscie_Victoria__Kawiarnia1050440379> 
 a res:Restaurant 
 ; res:accepts  
  money:AmericanExpressCard, 
  money:DebitCard, 
  money:DinersClubCard, 
  money:JBCCard, 
 money:MasterCardEurocard, 
  money:VisaCard 
 ; res:cuisine res:CafeCoffeeShopCuisine. 

 
Let us now describe how the RDF demarcated data is 

“used” in the system. 
  
4. Content Delivery Subsystem 
 

The Content Delivery Subsystem (CDS) of our agent-
based travel support system responds to user queries by 
delivering personalized content. In our earlier work we 
have shown that user-agent communication is a non-trivial 
task, and presented a solution to this problem [16]. Let us 
therefore assume that it is possible to submit a query to the 
system from any Internet-enabled device. Such a query, 
formulated, for instance, by filling out an appropriate form 
is transmitted to the Proxy Agent (PrA) residing on a 
“gateway server.” Regardless of the form of the query the 
“query content” is extracted by the PrA, wrapped into an 
ACL message and sent to the Personal Agent (PA). The 

PA forwards the message in two directions. First, to an 
agent that will store the message contents in a user 
behavior database (where all user queries sent to the 
system and all system responses are logged for future 
processing – see also [8]: Section 5 and Figure 3); and 
second, to the Database Agent (DBA). The DBA acts as an 
interface to our database of RDF statements. It translates 
the query into the RDF Query Language (RDQL) 
language and executes the query. As a result, a collection 
of object tokens (sets of RDF triples) is returned. These 
RDF triples (tokens) are then sent to the personalization 
infrastructure (Figure 3), which consists of a number of 
RDF Agents (RDFA). Each RDF Agent is responsible for 
applying one of more simple rules to the result set, e.g. by 
issuing further queries and expanding the result set. Rules 
are of the type “Sichuan food is also Chinese food” or 
“Romantic Comedy is also a Comedy.” The RDFAs 
operate as a team, passing the result set, wrapped in ACL 
messages, from one to the next. Their role is to maximize 
the set of responses to be delivered to the user (at this 
stage no potential response is removed form the set). 
While the work of RDFAs is important for content 
delivery, due to lack of space, we focus our attention on 
user profiles, their creation, management and utilization. 

The augmented set of tokens produced by the team of 
RDFAs is sent back to the PA. The PA utilizes the user 
profile to filter (personalize) the response. For instance, 
the DB and the RDFAs may not know that the user never 
stays in Howard Johnson hotels and never goes to 
Braum’s restaurants. Travel objects representing these two 
chains may be included in the preliminary set of travel 
objects, but later the PA will eliminate them from the set 
returned to the user. 
 

 
 
Figure 3. Content delivery subsystem: PA – personal 
agent, DBA – database agent, PIA – personalization 
infrastructure agents, “the cloud” – the user device ↔ 
agent system interface (among others Proxy agent and 
Racoon). 
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The answer set is send to the Racoon server [27] to 
render the response to be displayed on user device as well 
as to the personalization infrastructure to be logged (in the 
same user behavior database as the query was logged in) 
to form query-response pairs that represent user-system 
interactions. These pairs can then be utilized to modify 
individual user profiles as well as to develop group 
profiles (stereotypes) as well as study trends in user 
behavior [8, 22].  
 
5. Creation and management of user profiles 
 

User profiles in our system are primarily based on 
models presented in [6, 8, 19, 21]. We believe that the 
most natural way of building user profile is to utilize a 
domain ontology (in our case the travel ontology) 
underlying our system. Furthermore, the resulting profile 
must be incrementally adjustable to keep up with changing 
interests and preferences. Proposed structure should also 
be universal enough to allow us to create and store 
“stereotypes” representing our current knowledge of 
preferences of users belonging to various groups 
positioned at different levels of social stratification [22]. 
Let us look now at various aspects of user profile 
representation, creation and management. 

User Profile Representation 
A user profile is composed of statements indicating a 
user's opinion of objects from the domain ontology (see 
Figure 2 and subsequent paragraphs). We use RDF 
reification to attach meta-statements to the opinion 
statements [28], as in: Chinese cuisine is user’s favorite 
with probability X. With these meta-statements of 
probability we can build a probability graph analogous to 
a Bayesian network [4, 34]. Further conditional 
probabilities can be derived from relations in the domain 
ontology: subclassOf, propertyOf, instanceOf and 
rangeOf. In other words, if a statement expresses a user's 
opinion about a domain concept the meta-information 
(through appropriate manipulation of probabilities) can be 
extended via these relationships to related concepts. 
Observe that the same profile structure can be used to 
represent individual users as well as abstract user-group 
stereotypes. 

Initial Profile 
Collecting new user preferences is one of the primary 
challenges of a profiling system [8]. Our proposed 
solution is to employ stereotyping – creating an initial 
user-group-model from predictions about the user based 
on some classification [19, 22]. Our user model is initiated 
by fitting users to stereotypical descriptions [29], 
representing the features of classes of users. Initially, these 
stereotypes will be acquired from responses to a survey 
conducted among potential users of the system. Actual 
users of the system will also be asked to fill-in the 

questionnaire (gathering, for instance, demographic and 
domain-based data) and their responses will be matched 
against the existing stereotypes. As the system operates we 
will be able to adapt individual user profiles as well 
stereotypes by observing individual interest patterns (see 
below) and applying data mining techniques to the data 
logged in the user behavior database to reveal group 
behavior [8, 22].  
Relevance Feedback 
The recommender agent (PA) needs relevant data to 
update the user profile over time. To achieve this goal, for 
each user we collect a complete log of interactions with 
the system. This log represents both positive ("she selected 
the Y restaurant") and negative ("he never selected the Z 
hotel") implicit feedback [21, 34]. We will also solicit 
explicit feedback from users in the form of rating 
suggestions. Information gathered through both methods 
will be used to adjust the probabilities attached to 
statements in the user's profile.  

Furthermore, we can derive changes to the user profile 
in the form of associations. For example, a user's explicit 
or implicit behavior in relation to a particular restaurant 
can interpreted as an opinion on them more general 
characteristics of the restaurant, like “Chinese cuisine” or 
“separate section for smokers.” Preference for one concept 
over another can be inferred from the frequency with 
which a given feature is represented in the user’s history 
(favouriteProb) as well as domain associations 
(fromDomainProb). For the purpose of our system we 
adapt history-based learning proposed in [6]. The learning 
process consists of the following stages: 
(1) compute frequency of occurrence of different 

concepts in the user’s history (relatively to the history 
of all users) – this must be done separately for the 
implicit and the explicit feedback 

(2) compute the favouriteProb by combining results 
obtained in step (1), while more weight is given to the 
explicit feedback 

(3) for each node in the profile perform the following two 
steps 

a. compute the fromDomainProb values by 
performing domain interference – this is 
achieved using upwards propagation of 
probabilities (the favouriteProb is 
propagated from leaves (nodes) to super-
concepts in of the probability graph [6]) 

b. combine the favouriteProb and the 
fromDomainProb into the interestingProb;  

(4) results derived in step (3b) are then used to 
distinguish concepts in the user’s profile that are 
significantly interesting, significantly uninteresting or 
unclassified. These classifications result from 
application of a standard univariate significance 
analysis [6], i.e. if a feature appears in the user's 
history less frequently than in a random sample, we 



can consider the user not interested in the concept, 
and vice versa. 
 

6. Application of user profile 
 
Let us now briefly discuss how user profile can be used in 
our system. 

Utilization of the Profile 
Without loss of generality we will use restaurants as 
example of profile utilization. After the RDFAs complete 
their work, a “maximum” set of travel objects is delivered 
to the PA, which is asked to filter and order the objects 
according to the user’s preferences represented by the user 
profile (we are thus dealing with feature-based 
recommending). We compute the probability that a given 
restaurant is the user's favorite by: (1) cropping the sub-
graph consisting of paths between the Restaurant concept 
and the features of the restaurant that are significantly 
interesting for the user, then (2) computing the total 
probability of the resulting sub-graph. Furthermore, the 
value of interestingProb is increased for each concept 
appearing in the current query thus strengthening its direct 
influence on the resulting recommendation (it is assumed 
that the fact that a given feature is directly specified in the 
query indicates its current importance to the user). Finally, 
interestingProb is also increased if the restaurant was 
some time in the past explicitly rated by the user as 
interesting (results of such process are presented in Figure 
4). The resulting probabilities are used to filter and rank 
restaurants. Restaurants that are ranked as significantly 
uninteresting will have probability close to 0 and thus can 
be removed from the set. The remaining restaurants with 
probabilities above a certain threshold will be ranked 
accordingly (starting from those with the highest 
probability that will be displayed first). 
 

 
Figure 4. Sub-graph of the probability graph based on 
the restaurant serving: Regional and Chinese cuisines 
and accepting American Express. Transparent leaves 
were found not significantly interesting or do not exist. 

Combining with other recommending techniques 
The personalization infrastructure proposed here may also 
employ different recommending techniques in parallel and 
combine the results. For example, one agent can interact 
with other agents for collaborative filtering, while another 
agent makes feature-based recommendations. Various 
recommendations can be combined utilizing a weighted 
average [3]. 
 
7. Concluding remarks 
 

In this note we have outlined the high-level architecture 
for an agent-based travel support system and introduced 
content personalization into the system design. We have 
described how user profiles can be represented in a system 
that is based on RDF demarcated data. The proposed user 
profile incorporates the concepts of the ontology 
developed for the system, allowing us to consult the 
profile for content filtering and ranking. 

We are currently in the process of implementing most of 
the key parts of the system. We are using JADE agent 
environment, JENA repository for the RDF demarcated 
data, and Racoon for rendering responses for variety of 
devices. We are in the process of implementing the above 
described content personalization framework (with the 
central repository and the content delivery skeleton 
already fully operational [15]). We will report on progress 
of implementation in the near future. 
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