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Abstract: This publication deals with the applicational aspects and possibilities of the 
Complete Gradient Clustering Algorithm – the classic procedure of 
Fukunaga and Hostetler, prepared to a ready-to-use state, by providing a 
full set of procedures for defining all functions and the values of 
parameters. Moreover, it describes how a possible change in those values 
influences the number of clusters and the proportion between their numbers 
in dense and sparse areas of data elements. The possible uses of these 
properties were illustrated in practical tasks from bioinformatics (the 
categorization of grains for seed production), management (the design of a 
marketing support strategy for a mobile phone operator) and engineering 
(the synthesis of a fuzzy controller). 
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1. Introduction 

Clustering is becoming a fundamental procedure in exploratory data analysis [2]. 
However it lacks natural mathematical apparatus, such as – for example – differential 
calculus for investigating the extremes of a function. In this situation the ambiguity of 
an interpretation (important mainly in practical applications) as well as particular factors 
of the definition itself (e.g. the meaning of “similarity” and consequently “dissimilarity” 
of elements) imply a huge variety of concepts and thus of clustering procedures. On one 
hand this significantly hinders the research, but on the other it allows to better suit the 
applied method to the specifics and requirements of a investigated task. This work deals 
with the applicational properties of the so-called Complete Gradient Clustering 
Algorithm, illustrated in examples of practical problems of bioinformatics, management 
and engineering. 



 

2. Main contents 

Consider the m elements data set comprised of n-dimensional vectors 

 1x , mxx  , ... ,2
n

R∈   , (1) 

treated here as a sample obtained from an n-dimensional real random variable. In their 
now seminal paper [3], Fukunaga and Hostetler formulated a natural and effective 
concept of clustering, making use of the significant possibilities of statistical kernel 
estimators [5, 11, 12], which were becoming more widely applied at that time. The basis 
for this concept is accepting data set (1) as a random sample obtained from a certain  
n-dimensional random variable, calculating a kernel estimator for its distribution density 
and making a natural assumption that particular clusters are related to modes (local 
maxima) of the resulting estimator (in consequence “valleys” of the density function 
become borders for such-formed clusters). The method presented then was formulated 
as a general idea only, leaving detailed analysis to the user. In the paper [7], the 
Fukunaga and Hostetler algorithm was supplemented and finally given in its complete 
form, useful for application without the necessity of deeper statistical knowledge or 
laborious calculations and investigations. It is characterized by the following features:  
1. all parameters can be effectively calculated using numerical procedures based on 

optimizing criteria;  
2. the algorithm does not demand strict assumptions regarding the desired number of 

clusters, which allows the number obtained to be better-suited to a real data structure;  
3. the parameter directly responsible for the number of clusters is indicated; it will also 

be shown how possible changes – e.g. with regard to values calculated using 
optimizing criteria (see point 1 stated above) – to this value, influence the increase or 
decrease in the number of clusters without, however, defining their exact number;  

4. moreover, the next parameter can be easily indicated, the value of which will 
influence the proportion between the number of clusters in dense and sparse areas of 
elements of data set (1); here also the value of this parameter can be assumed based 
on optimizing criteria (see again point 1); it will also be shown here that potential 
lowering of the value of this parameter results in a decrease in the number of clusters 
in dense regions of data as the number of clusters in sparse areas increases, while a 
potential raise in its value has the opposite effect – increasing the number of clusters 
in dense areas while simultaneously reducing or even eliminating them from sparse 
regions of data set (1);  

5. the appropriate relation between the two above-mentioned parameters allows for a 
reduction, or even elimination of clusters in sparse areas, practically without 
influencing the number of clusters in dense areas of data set elements;  

6. the algorithm also creates small, even single-element clusters, which can be treated 
as atypical elements (outliers) in a given configuration of clusters, which makes 
possible their elimination or assignation to the closest cluster by a change – described 
in points 3 and particularly 4 or 5 – in the values of the appropriate parameters.  

The features in point 4, and in consequence 5, are particularly worth underlining as 
practically non-existent in other clustering procedures. In practical applications it is also 
worth highlighting the implications of points 1 and 2, and potentially 3. Unusual 
possibilities are offered by the property expressed in point 6.  



The Complete Gradient Clustering Algorithm presented here was comprehensively 
tested both for random statistical data as well as generally available benchmarks. It was 
also compared with other well-known clustering methods, k-means and hierarchical 
procedures. It is difficult to confirm here the absolute supremacy of any one of them – 
to a large degree the advantage stemmed from the conditions and requirements 
formulated with regard to the problem under consideration, although the Complete 
Gradient Clustering Algorithm allowed for greater possibilities of adjustment to the real 
structure of data, and consequently the obtained results were more justifiable to a natural 
human point of view. A very important feature for practitioners was the possibility of 
firstly functioning using standard parameters values, and the option of changing them 
afterwards – according to individual needs – by the modification of two of them with 
easy and illustrative interpretations. These properties were actively used in three 
aforementioned projects from the domains of bioinformatics, management and engineering 
concerning the categorization of grains for seed production [1], the design of a 
marketing support strategy for a mobile phone operator [9] and the synthesis of a fuzzy 
controller for the reduction of a rule set [4, 10], respectively.  

More details of the material presented above is available in the paper [8], which will 
appear soon. 
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