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Abstract: The subject of Bayes classification of imprecise multidimensional information 
of interval type by means of patterns defined through precise data (i.e. 
deterministic or sharp) is investigated here. To this aim the statistical kernel 
estimators methodology was applied, which avoids the pattern shape for 
the resulting algorithm. In addition, elements of pattern sets which have 
insignificant or negative influence on correctness of classification are 
eliminated. The concept for realizing the procedure is based on the 
sensitivity method, used in the domain of artificial neural networks. As a 
result of this procedure the number of correct classifications and – above 
all – calculation speed increased significantly. A further growth in quality 
of classification was achieved with an algorithm for the correction of 
classifier parameter values. 
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1. Introduction 

The current dynamic development in computer technology offers a continuous increase 
in both capability and speed of contemporary calculational systems, thus allowing ever 
more frequent use of methods which up to now had only been applied to a relatively 
limited extent. One of these methods is the analysis of information which is imprecise in 
various – depending on a problem’s conditioning – forms, for example uncertain 
(statistical methods [4]) or fuzzy (fuzzy logic [5]). Lately many applications have noted 
an increase in the use of interval analysis. The basis for this concept is the assumption 
that the only available information on an investigated quantity is the fact that it fulfills 
the dependence xxx ≤≤ , and in consequence this quantity can be associated with the 

interval 

 ],[ xx   . (1) 



Interval analysis is a separate mathematical domain, with its own formal apparatus 
based on an axiom of the sets theory [11]. Its main advantage is the fact that by 
definition it models imprecision of a researched quantity, using the simplest possible 
formula. In many applications interval analysis shows to be absolutely sufficient, yet 
does not require many calculations (thus enabling its application in highly complex 
tasks) and is easy to identify and interpret, while also maintaining a formalism 
stemming from a convenient mathematical tool [9].  

Among the fundamental tasks of data analysis lies that of classification [1, 3]. It 
consists of assigning a tested element to one of several previously selected groups. They 
are most often given by patterns, which are sets of elements representative for particular 
classes. This means that in many problems – including those where data containing 
imprecision is investigated – elements defining patterns are defined precisely (e.g. 
deterministic in probability approach, sharp for the case of fuzzy logic, or in relation to 

notation (1) fulfilling equality xx = ). 

2. Main contents 

This work deals with a complete procedure for classification of imprecise information, 
defined as the interval vector 
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where kk xx ≤  for nk ,...,2,1= , when the patterns of particular classes are given as sets 

of precise data (i.e. deterministic or sharp) elements, i.e. with kk xx =  ( nk ,...,2,1= ). 

The classification concept is based on the Bayes approach, ensuring a minimum of 
potential losses occurring through classification errors. For a such formulated task the 
statistical kernel estimators methodology [8, 12, 14] was employed, thereby freeing the 
above procedure from arbitrary assumptions regarding pattern forms – their identification 
becomes an integral part of the presented algorithm. A procedure was also developed 
for reducing the size of pattern sets by elements having negligible or negative influence 
on correctness of classification. Its concept is founded on the sensitivity method, used in 
the domain of artificial neural networks, although the intention is to increase the number 
of accurate classifications and – above all – calculation speed. Furthermore a method 
was designed to ensure additional improvements in classification results, obtained by 
correcting the values of classifier parameters.  

Numerical testing wholly confirmed the positive features of the method investigated 
here. It was carried out with the use of pseudorandom and benchmark data. In 
particular, the results show that the classifying algorithm can be used successfully for 
inseparable classes of complex multimodal patterns as well as for those consisting of 
incoherent subsets at alternate locations. This is thanks to the application of the 



statistical kernel estimators methodology, which makes the above procedure independent 
of the shapes of patterns – their identification is an integral part of the presented 
algorithm. As shown by numerical verification, the algorithm has beneficial features in 
the multidimensional case too. The results also compared positively to those obtained 
by applying support vectors machines as well as by the two natural methods. 

The task of classifying interval information based on precise data can be interpreted 
illustratively with the example where the patterns present actual, precisely measured 
quantities, while intervals being classified represent uncertainties and imprecision in 
plans, estimations or difficult measurements to make. In particular, pattern sets may 
consists of very accurate measurements, in which errors are practically ignored, while 
the classified interval constitutes a measurement taken from another, much less accurate 
apparatus or carried out in much worse conditions. Another example of the application of 
this kind of classification is the possibility of treating precise data as actual information 
from the past, e.g. temperature or currency exchange rates, while the classified element 
represents a prognosis which by nature is limited in precision. 

In particular, the method investigated here can be applied for purposes of the diagnosis 
process [2, 6, 7, 13]. Namely, let interval (1) or interval vector (2) represent a quantity 
or n  quantities, respectively, whose values attest to the current or – in the case of fault 
prognosis – predicted technical state of a supervised device. Because of measurement 
errors and natural fluctuations, the interval form can be justified in many practical tasks. 
Let also patterns of particular classes represent the types of possible faults. The 
classification procedure described here allows for precise diagnostic readings to be 
obtained, with regard to interval character of investigated quantities.  

More details concerning the basic version of the above presented method can be 
found in the paper [10].  
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