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Abstract: - At present, statistical kernel estimators constitute the dominant — in practice — method of nonparamet
estimation. It allows the useful characterization of probability distributions without arbitrary assumptions regardir
their membership to a fixed class. In this paper their use to the basic tasks of data analysis and explorat
i.e. identification of outliers, clustering, and classification, will be considered. In every case the final result will be ¢
algorithm ensuring that its practical implementation does not demand of the user detailed knowledge of the theore!
aspects, or laborious research and calculations. The above presented theory has been successfully applied to v
practical problems of engineering and management. Two of these, the design of a fault detection and diagnosis sy
for automatic control purposes, and a marketing support strategy for a mobile phone operator, will be demonstrate
detail. Useful procedures for the reduction of dimensionality and size of a random sample, subordinated to
specificity of kernel estimators, will also be commented.
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1 Introduction M. Charytanowicz, K. Daniel, P.A. Kowalski, S. Lukasik,

Thank he d ic devel . A. Mazgaj, C. Prochot, J. Waglowski, and S. Zak. This
anks to the dynamic development In CONEMPOTAY, 4i61i5] was presented more broadly in the survey works
computer systems, the range for practical application o 7.8, 10, 12]

nonparametric methods for identification and estimation
is constantly growing. While the classical parametrical
procedures arbitrarily assume the form of the function .
under investigations and then specify its parameters, thg Keme_l EStI_matorS ' .
nonparametric methods do not require any such kind oft-et the n-dimensional random variableX:Q - R",
limiting assumption. with a distribution having the densify be given. Its

The subject of this paper, currently dominant amongkernel estimatorf :R" — [0,) is calculated on the

nonparametric methods, is kernel estimators, mainlybasis of them-elements simple random samplg
used to identify the most universal characteristic of a ’

random variable — its distribution density. Here also is %2 »+Xm» €xperimentally obtained from the variade

presented the application of this type of estimators inand is defined in its basic form by the formula

some basic tasks of data analysis and exploration — m

recognltlor)_of _atyplcal elements (outliers), Clus_termg, f(X)=iZK(X XiJ , 1)

and classification — used next as examples in fault mh" i3 h

detection and diagnosis of industrial devices working in

a real-time regime, and then to define a marketingwhere the measurable, symmetrical with respect to zero

support strategy for a mobile phone operator. and having a weak global maximum in this point,
The following text also contains results of research infunction K :R" - [0,,0) fulfils the condition

the field of kernel estimators carried out together with

jmnK(x)dle and is called a kernel, whereas the

« Also: Cracow University of Technology, Department positive coefficienth is referred to as a smoothing
of Automatic Control Kead, ul. Warszawska 24, parameter. It is worth noting that a kernel estimator

PL-31-155 Cracow, Poland, e-mail: kulczycki@pk.edu.pl allows the identification of density for practically every
http://WWW.controI.pI'<.edu.pI/k'uIczycki ) " distribution, without any assumptions concerning its
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membership to a fixed class. Atypical, complex It is worth mentioning also the possibility of applying

distributions, also multimodal, are regarded here asdata compensation and dimensionality reduction

textbook unimodal. In the multidimensional case this procedures — original and useful algorithms can be found

enables, among others, the discovery of totalin the book [21 — Sections 2.5 and 3.4]. A specialized

dependences between particular coordinates of thalgorithm, based on simulated annealing, and dedicated

random variable under investigation. to data analysis and exploration procedures found in the
Setting of the quantities introduced in definition (1), next chapter, is being researched — preliminary results

i.e. choice of the form of the kerndl as well as are presented in the work [19].

calculation of the value for the smoothing parambjés

most often carried out according to the criterion of

minimum of an integrated mean-square error. Broadel3 Data Analysis and Exploration

glsctssgc?nzzanz%plracncz;l_l elllgof['rt]hmi are f]f’tl:]ndk'n tTeThe application of kernel estimators for recognition of
ooks [8; 22, 23]. In particular, the choice of the kerne atypical elements, clustering, and classification will be

form_has no praptlcal meanlng_and_ thanks to this it ISsubsequently investigated in further sections of this
pos_S|bIe to tak_e Into acc_ount primarily prop_ert|es of thechapter. In all three cases tlmedimensional random
estimator obtained (e.qg. its class of regularity, boundary

of a support, etc) or aspects of calculations,variable X:Q - R" is considered. _

advantageous from the point of view of the applicational ~ The text below also contains material from research
problem under consideration. Practical applications maycarried out together with M. Charytanowicz, K. Daniel,

also use additional procedures, some generallyand C. Prochot, published in the common works [14-17,
improving the quality of the estimator, and others —20

optional — possibly fitting the model to an existing

reality. For the first group one should recommend the3 1 Recognition of Atypical Elements

modification of the smoothing parameter [8 — Section
3.1.6; 22 — Section 5.3.1] and a linear transformation [8
— Section 3.1.4; 22 — Section 4.2.1], while for the
second, the boundaries of a support [8 — Section 3.1.

22 — Section 2.10].

In many problems of data analysis, the task of
recognizing atypical elements (outliers) — those which
Jiffer greatly from the general population — arises. This
enables the elimination of such elements from the
available set of data, which increases its homogeneity

Kernel estimators allow effective modeling of the (uniformity), and facilitates analysis, especially in
distribution density — a basic functional characteristic of Y), ysIs, P y I
complex and unusual cases. In practice, the recognition

random variables. Consequently this is fundamental in

obtaining other functional characteristics and parametersp rocezs for c;utllers_ IS Imch]st o;ten_ carrle_d out usn;lg
For example, if in a one-dimensional case the kefrisl procedures of statistical hypothesis testing [2]. The

. significance test based on the kernel estimators
such chosen that its primitive(x)zj'_w K(y)dy may be  methodology will now be described.

analytically obtained, then the estimator of the L€t therefore the random samplg, X,...,Xn

distribution function treated as representative, therefore including a set of
elements as typical as possible, be given. Furthermore,
~ m X— X; T
F(x) :izl( .J @) let r 0 (01) denote an assumed significance level. The
miz h hypothesis thak ORR" is a typical element will be tested

can be easy calculated. Next, if the kelélas (strictly) against the hypothesis that it is not, and therefore should

positive values, the solution for the equation be treated as an outlier. The statis8cR" - [0, ),
~ used here, can be defined by
F(x)=r ®3) .
SX) = f(X) . (4)

constitutes the kernel estimator of quantile of the order
r0(01). For details and proofs of strong consistenciesyhere f denotes a kernel estimator of density, obtained

see [18]. for the random samplg;, X,,...,X,, mentioned above,

1 ] ] ) while the critical set takes the left-sided foi{nco, @] ,

For calculating a smoothing parameter one cancesfe . . .
recommend the plug-in method in the one-dimensional case [é/vhena constitutes the kernel est|mato'r of quantile of the
— Section 3.1.5; 22 — Section 3.6.1], as well as the crossOrder r (see the text connected with formula )3)
validation method [8 — Section 3.1.5; 21 — Section 3.4.3] in thecalculated for the samplef(x), f(X)...., f(Xn),

multidimensional. Comments for the choice of kernel may,,: ; ; ;
best be found in [8 — Section 3.1.3; 22 — Sections 2.7 and 4.5].W|th the assumption that random variable support is
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bounded to nonnegative numbers. be found where this estimator takes on the local
minimum for the smallest value of its argument, omitting
3.2 Clustering a possiple minimum in zero. Finally, pqrticular clusters
_ o o are assigned those elements, whose distance to at least
The aim of clustering is the division of a data set —gne of the others, is not greater than the above value.
for example given in the form of the random sample  Thanks to the possibility of change in the smoothing
Xp,...,Xm — INto subgroups (clusters), with every one parameter value, it becomes possible to affect the range
including elements “similar” to each other, but with ©f @ number of obtained clusters, albeit without arbitrary

significant differences between particular subgroups [5].2ssumptions concerning the strict value of this number,
In practice this often allows the decomposition of a largeWhich allows it to be suited to a true data structure.
data set with differing characteristics of elements intoMoreover, possible changes in the intensity of the
subsets containing elements of similar properties, whickSmoothing parameter modification procedure enable
considerably facilitates further analysis, or even makes iihfluence on the proportion of clusters located in dense
possible at all. The following clustering procedure based®réas of random sample elements to the number of
on kernel estimators, taking advantage of the gradienflusters on the “tails” of the distribution.

methods concept [4] will be presented in this section. The detailed description of the above procedure can

Here the natural assumption is made that clusters arB€ found in the papers [14, 15].
associated to modes — local maximums of the density

kernel estimator f , calculated for the considered 3.3 Classification

random samplex;, Xo,...,Xy. Within this procedure, The application of kernel estimators in a

particular elements are moved in a direction defined by lassification task will be considered now. Let the
gradient, according to the following iterative algorithm: number JOIN\ {01} be given. Assume also, that the

possessed random samplg, X,,...,X, has been

0_ _
xp =xj for j=12..m () divided into J OIN\ {01} nonempty and separate subsets
Of (x¥ 1
Xt =x+b f(( kj) for j= 1,2...,m and X0 K X (7)
X.
J 2 2 2
k=041... , (6) X X5 X, (8)

where b>0 and O denotes a gradient. Thanks to the
proper choice of form of the kernd{, a suitable

x 3 g
analytical formula for the gradientdf becomes X X Xmy s ©)

possible. As a result of the following iterative steps, the 3 _ _
elements of the random sample move successivelywhile ijlmj =m, representing J classes with

focusing more and more clearly on a certain number ofa5tyres as mutually different as possible. The
clusters. They can be defined after completingkheth classification task requires deciding into which of them

step, wherek” means the smallest numbler such that  the given elemenk OR" should be reckoned [5].

_ The kernel estimators methodology provides a natural

Dy - Dy_s/<cDy, where ¢c>0 and Dy=Y" _ . .

| k k—1| C Do, ere ¢>0 and D, Z.=1 mathematical tool for solving the above problem in the
m I el it k-1 k-1 i i o .

Zj:iﬂ d(%,%;), Dy _Zi:lzj:i+ld()(i X, optimal — in the sense of minimum for expectation of

- ¢ ke losses — Bayes approach. Let thijs f, ..., f; denote

Dy :Zizlzjziﬂd(xi ,Xj), i.e. they are the sums Of e estimators of density calculated for subsets
the distances between particular elements of the randor¥)-(9), respectively, treated here as samples. If sizes
sample under consideration before the beginning ofmy, m,...,m; are proportional to the “frequency” of
algorithm (5)-(6) and having performed theX)-th and  appearance of elements from particular classes, the
k-th steps, respectively. considered elemer should be reckoned into the class

Thus, after k' -th step, one should calculate the for which the value
kernel estimator for mutual distances of the elements - -~ .

K" K K" . . mlfl(x)v m fZ(X):-"- m; fJ (X) (10)
X1 , Xo ,..., Xy (under the assumption of nonnegative

support of the random variable), and next, the value cars the greatest.
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4 Fault Detection as well as the set

The fault detection and diagnosis problem has lately Xty Xo v Xy (12)
become one of the most important challenges in modern

control engineering. Early discovery of anomalies characteristic in the case of occurrence of anomalies.
appearing in the operation of a controlled system, fromFrom the point of view of transparency of the designed
an industrial robot to a nuclear reactor, most often allowdault detection system, in particular its function of
serious incidents and even catastrophes to be avoidedjagnosis, it is worth dividing set (12) intb0JIN\ {01}

which could save material damage, or loss of human lifethe most possibly different — in the sense of the values of
Secondly, confirmation of kind and location of these particular coordinates of the symptom vector and/or
anomalies is of fundamental meaning, especially whene|ations between them — subsets assigned to the

supervising large systems like complex chemicalpreviously assumed types of diagnosed faults:
installations, as well as modern ships and airplanes. The

importance of the above actions is multiplied by a X%Xrlnl (13)
psychological factor expressed by an increased feeling of

safety, as well as — for the producer — prestige and 2 2 2 (14)
commercial reputation. Finally, economic reasons often 10 %o Xom,

translate into a significant decrease in running costs,

above all by ensuring the proper technological

conditions as well as rationalizing overhauls and - )é J (15)
reducing repairs. Among the many different procedures "1’ "2’ Xy

used with this aim, the most universal are statistical
methods. This paper presents the concept of a faulvhile >’

detection system, based on the kermel estimatorgne can automatically divide set (12) into subsets
methodology, covering: _ _ (13)-(15) using the clustering algorithm presented in
m detection, so discovery of the existence of potentialgection 3.2, although this then often requires laborious
anomalies in the technical state of a device U”derinterpretation concerning each of them.
supervision, _ Fault detection will first be considered. With this aim
m diagnosis, that is identification of these anomalies; e procedure for the recognition of atypical elements,
m prognosis, i.e. warning of the threat of their gescribed in Section 3.1, can be applied. Assume
occurrence in the near future, together with therefore that the random sample considered there,
anticipated classification. including elements treated as typical, constitutes set (11)
The procedures presented in Chapter 3 provide &epresenting the correct functioning conditions for a
complete and methodologically consistent mathematicakypervised device, whil& denotes its current state.
tool to_ design an effectivg fault de‘Fection_ syste_m forAppIying the above mentioned procedure for the
dynamical systems, covering detection, diagnosis, angecognition of atypical elements, one can confirm if the

also prognosis associated with them. _ present conditions should be regarded as typical or rather
Assume that the technical state of a device undepgt, thus showing the appearance of anomalies.

supervision may be characterized by a finite number of  Eqr fault diagnosis, if one already is in possession of
guantities measurable in real-time. These will be denote%ammes (13)-(15) characterizing particular types of
in the form of the vectorxOR", called a symptom faults being diagnosed, then after the above described
vector. One can interpret this name noting thatdetection of anomalies, one can — applying directly the
symptoms of any occurring anomalies should find theprocedure for Bayes classification presented in Section
appropriate reflection in the features of a such-defined3.3 — infer which of them is being dealt with. Note that
vector. More strictly, it is required that both correct the range of faults which can be discovered by detection
functioning conditions and any type of diagnosed faultmay significantly exceed all types of faults assumed to
are connected with the most different sets of valuese diagnosed.
and/or dissimilar relations between coordinates of the Finally, if subsequent values of the symptom vector,
above vector as possible. obtained successively during the supervising process, are
Assume also the availability of a fixed set of values available, then it is possible to realize fault prognosis. It
of the symptom vector, representative for correctcan be carried out by separate forecasts of values of the

functioning conditions of a supervised device: function f given by dependence (4) anmlfl’

Xy X yeeny X

J . L
j:lmj =M . Where there is no such division,

(11) mzfz ooy My fJ to be seen in formula (10), and
inferences based on these forecasts for detection and

n’b ’
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diagnosis, according to guidelines presented in theof active SIM cards. Thus each of-elements of a
previous two paragraphs. To calculate the values ofjatabase X, X ,.,Xy IS characterized by the
forecasts of the functionsf, f;, f,,...,f; it is following 3-dimensional vector:

recommended to use the classical linear regression

method separately, though in a version enabling easy Xi1

updating of a model during successive collection of X =X, for i=12..m , (16)
subsequent current values of the symptom vector. X

Appropriate formulas are found in the book [1 — Chapter 13

3 and additionally Chapter 4].

The proper operation of the fault detection system
investigated in this section was verified experimentally card of thei-th client, x; , — its length of subscription,
for a robust control applied to the task from a field of
robotics [9]. Thus, in cases where the symptoms
appeared abruptly, the anomalies of the device were In the initial phase, atypical elements of the xgt

promptly discovered and correctly recognized within the x, . x_ (outliers) are eliminated, according to the
scope of detection and diagnosis. If, on the other hand

. . rocedure presented in Section 3.1. The uniformity of
the fault was accompanied by a slow progression o : . L
; ) oL the data structure is so increased, and it is worth
symptoms, it was forecast with a correct indication of . . . . :
) nderling, this effect is obtained by canceling only those
the type of fault about to occur (scope of prognosis), an

later it was also discovered and identified in detectioneIementS Whlc.h quld not be of importance further in
the procedure investigated.

and dlagn05|s. Of‘e shoulgl underllne that fault PrOgNosIS, = Next clustering of the data set is performed, using the
still rare in practical applications, proved to be highly . . . . ;
T : algorithm as shown in Section 3.2. This results in a
effective in the case of slowly progressing symptoms, .~.". . o .
division of the data set representing specific clients, into

discovering and identifying anomalies before the g :
e - roups of similar nature. This should be followed by
object’s characteristics transgressed the range for corre L : S :
another, albeit slightly different, elimination of atypical

conditions for a system’s functioning, thanks to the . . .

. : lements, achieved by removing clusters with small

proper recognition of the change in the trend of values o N .
numbers of elements. As well as omitting information of

the symptom vector, which indicates an unfortunateIittle significance, it is also in order to improve

direction of its evolution. - P ; ;

More details can be found in the paper [13]. conditions for the classification algorithm applied at a

further stage of the procedure worked out — kernel

estimators calculated on the basis of an insufficient
. number of samples (7)-(9) may not be representative.
5 Marketmg Strategy Next for each of the above defined clusters, an
The highly dynamic growth prevalent on the mobile optimal — from the point of view of expected profit of
phone network market, naturally necessitates a companghe operator — strategy is created for treating subscribers
to permanently direct its strategy towards satisfying thebelonging to it. With regard to the imprecise evaluation
differing needs of its clients, while at the same time of experts used here, elements of fuzzy logic [6] and
maximizing it income. The uncontrollable nature of this preference theory [3] have been used - details are
kind of activity, however, can lead to a loss of coherencehowever beyond the scope of this paper.
in treating particular clients, and their subsequent |t is worth pointing out that none of the above
defection to competitors. To avoid this a formal solution calculations must be carried out at the same time as
of global nature must be found. Below are presentechegotiating with the client, but merely updated (in
results of research obtained using statistical kernepractice once every 1-6 months).
estimators, carried out in the procedures discussed in The client being negotiated with is described with the
Chapter 3. This procedure, prepared for a Polish mobileaid of three quantities, in reference to formula (16) given
phone network operator, concerns long term businessere as:
clients, i.e. those with more than 30 SIM cards and an N
account history of at least 2 years. X

In practice there is a vast spectrum of quantites X=|Xx,
characterizing particular subscribers. Following detailed
analysis of the economic aspects of the task under
investigation here, it was taken that basic traits of client
would be shown by three quantitieaverage monthly _ e _
income per SIM card, length of subscription and numbercard, X, — length of subscription, angs is the number

where x; ; denotes the average monthly income per SIM

and x; 3 — the number of active SIM cards.

: (17)
X3

Swhere X, denotes its average monthly income per SIM
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of active SIM cards of that client. This data can relate to[10] Kulczycki P., Estymatory jadrowe w badaniach

the subscriber history to date in a given network, when systemowych, inTechniki informacyjne w badaniach

renegotiating contract terms, or in a rival network if  systemowych Kulczycki P., Hryniewicz O.,

attempting to take them over. Classification to the proper Kacprzyk J. (eds.), WNT, 2007, pp. 79-105.

subscriber group, from those obtained as a result of11] Kulczycki P., Kernel Estimators in Industrial

clustering, is achieved with the procedure presented in Applications, in: Soft Computing Applications in

Section 3.3. To this purpose, first kernel estimators are Industry Prasad B. (ed.), Springer-Verlag, 2008, pp.

calculated separately for each cluster. In classification 69-91.

element (17) is mapped to the class (cluster), for whicH12] Kulczycki P., Nonparametric Estimation for Control

the valuemlfl(i), m, }2(3-(),__, m, fJ (X) to be seen in Engineering, inProc. 4th WSEAS/IASME International

Conference on Dynamical Systems and Control
Corfu, 26-28 October 2008, pp. 115-121.

13] Kulczycki P., Statistical Kernel Estimators for
Design of a Fault Detection, Diagnosis and Prognosis
System, The Open Cybernetics and Systemics
Journal Vol. 2, 2008, pp. 180-184, open access:
http://www.bentham.org/open/tocsj/openaccess2.htm.

314] Kulczycki P., Charytanowicz M., A Complete

Gradient Clustering Algorithm Formed with Kernel

Estimators, Applied Mathematics and Computer

formula (10), is greatest. Due to the fact that the
marketing strategies for particular clusters have alread
been defined, this finally completes the procedure for th
algorithm to support the marketing strategy for a
business client, investigated here.

The above method was successfully implemented for
the needs of a Polish network operator. In relation to th
comment at the end of Section 3.2, the intensity of th
smoothing parameter modification procedure was
somewhat lessened with respect to the optimal in the . .

Science2010, in press.

mean-square sense, with the aim of dividing the larges 15] Kulczycki P., Charytanowicz M., Kompletny

cluster and decreasing the number of peripheral clusters: algorytm gradientowej Klasteryzacji, iSterowanie i

Finally, two large clusters containing 27% and 23% of automatyzacja: aktualne problemy i ich rozwiazania
. 0 0 ;
elements, two medium of 14% and 7%, and 22 small Malinowski K., Rutkowski L. (eds.), EXIT, 2008, pp.

; . o
each including less than 3% — the most uncommon 312-321.

firms, were obtained. [16] Kulczycki P., Daniel K., Algorytm wspomagania
More details can be found in the papers [16, 17]. Y ¢ ., AAQory SP g .
strategii marketingowe] operatora telefonii komorkowej,
in: Badania operacyjne i systemowe 2006: metody i

References: techniki Kacprzyk J., Budzinski R. (eds.), EXIT,
[1] Abraham B., Ledolter J.Statistical Methods for 2006, pp. 245-256.

Forecasting Wiley, 1983. [17] Kulczycki P., Daniel K., Metoda wspomagania
[2] Barnett V., Lewis T.,Outliers in Statistical Data strategii marketingowe;j operatora telefonii
Wiley, 1994. komorkowej,Przeglad statystyczng009, in press.

[3] Fodor J., Roubens MFuzzy Preference Modelling [18] Kulczycki P., Dawidowicz A.L., Kernel estimator
and Multicriteria Decision SupparKluwer, 1994. of quantile, Universitatis lagellonicae Acta

[4] Fukunaga K., Hostetler L.D., The estimation of the = MathematicaVol. XXXVII, 1999, pp. 325-336.
gradient of a density function, with applications [19] Kulczycki P., Lukasik S., Redukcja wymiaru i

in Pattern Recognition,IEEE Transactions on licznosci proby dla potrzeb syntezy statystycznego
Information TheoryVol. 21, 1975, pp. 32-40. ukladu wykrywania uszkodzen, in: Systemy
[5] Hand J.H., Mannila H., Smyth RPyinciples of Data wykrywajace, analizujace i tolerujace usterki
Mining, MIT Press, 2001. Kowalczuk Z. (ed.), PWNT, 2009, pp. 139-146.
[6] Kacprzyk J.,Zbiory rozmyte w analizie systemowej [20] Kulczycki P., Prochot C., Wykrywanie elementow
PWN, Warszawa, 1986. odosobnionych za pomoca metod estymaciji
[7] Kulczycki  P., Applicational Possibilities of nieparametrycznej, in: Badania operacyjne i
Nonparametric Estimation of Distribution Density systemowe: podejmowanie decyzji — podstawy
for Control Engineering,Bulletin of the Polish teoretyczne i zastosowanidulikowski R., Kacprzyk
Academy of Sciences; Technical Sciens&s. 56, J., Slowinski R. (eds.), EXIT, 2004, pp. 313-328.
2008, pp. 347-359. [21] Pal S.K., Mitra P.Pattern Recognition Algorithms
[8] Kulczycki P., Estymatory jadrowe w analizie for Data Mining Chapman and Hall, 2004.
systemowe)WNT, 2005. [22] Silverman B.W.,Density Estimation for Statistics

[9] Kulczycki P., Fuzzy Controller for Mechanical and Data AnalysisChapman and Hall, 1986.
Systems|EEE Transactions on Fuzzy Systeivsl. [23] Wand M.P., Jones M.C.Kernel Smoothing
8, 2000, pp. 645-652. Chapman and Hall, 1994.

ISSN: 1790-2769 262 ISBN: 978-960-474-138-0





