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Abstract—At present a great deal of research is being dorie
different aspects of Content-Based Image Retrieva|CBIR) of
which the search engine is one of the most importaelements. In
this paper we cover the state-of-the-art techniquesn CBIR
according to the aims of retrieval and matching teleniques. The
issue we address is the analysis of search engimeducing the
‘semantic gap’. The matching methods are comparediterms of
their usefulness for different user's aims. Finally we compare
our search engine with Google’s and the SIFT method

Keywords— CBIR; search engine; SIFT; image querynage
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l. INTRODUCTION

In the last decade, the availability of large imalg¢asets
and search engines has increased tremendous$yolvious
that there is no universal CBIR system for findalbimages
and the spectrum of available systems ranges fnengéneral
purpose ones, like Google, to very narrowly spezzdl ones,
like those found in medicine or astronomy. This titwude has
necessitated a review in order to find the mogable system
for the user’s purpose. The basic list of searajires can be
obtained on the Internet [1].

Early on search engines used low-level featuresh s$
colour, shape, texture information and annotatimneetrieve
similar images. This approach is still popular, hbithough
many algorithms have been developed, they canresjuadely

» the information covering the visual content of ireag
and the textual description received from the Wab f
online image retrieval,

» combining visual properties of selected objectsa(set
of relevant visual features), spatial or temporal
relationships of graphical objects [4], [5], with
semantic properties [6], [3].

The main contribution of this paper is the compari®f
high-level semantic CBIRs with our new search eagimich
takes into account the kind and number of objettsjr
features, together with different spatial locat@mnsegmented
objects in the image. Our search engine uses thiewdli¢h
enables the user to construct their own query infega the
segmented objects.

The rest of the paper is organized as follows: iBedt
provides the aims of our search engine construcsention
Il surveys the matching techniques and describessearch
engine in comparison with the others, with some
implementation details. Section IV presents somsulte
obtained from our engine and compares them withg&®
and the SIFT method.

. AIMS OF THESEARCH ENGINE CONSTRUCTION

CBIR systems should meet the user’s diverse remeintgs
depending on the interest domain and the particwdad. The

model image semantics and have many limitations nwheuser has to answer some questions of which the dinsl

dealing with the vast resources of image databasasirvey
on low-level image feature extraction in CBIR syssecan be
found in [2].

Hence, currently, the predominant engine categaaies
based on [3]:

foremost is how to define their goal; do they wimtonstruct
a new CBIR system from scratch or build it on theiisting
image collections, for example, art collectionsdinal images,
scientific databases or generally, the World Widebw

The next question which is inextricably connecteidhw
later selection criteria is whether there is a ssitg of retrieval

* object ontology introduced to define high-level of whole images, object groups or possibly videgfnents.

concepts,

Another piece of required information is whethel th

* bag-of-visual-words (BoW), stemming from the text annotations are assigned to the images in a DB afikwer to

analysis,

e object retrieval
methods,

using SIFT and

e relevance feedback (RF) implemented into a retliev.

loop for continuous learning about users’ intention

* a semantic template (ST) defined to support higleile
image retrieval,

its modification

a

these problems will determine a single matching maaism,

listed above, as more efficient than the others.

Some other users need to put some order in thessyne
collection, while others want to find one object imany
pictures, e.g. a face in an airport video, etc.

In the next subsection we will present advantaged a
disadvantages of the above-mentioned search engine

categories.
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A. Object Ontology

Generally speaking, ontologies define the concetd
relationships used to describe and represent am afe
knowledge. Ontology makes it possible to modelsdmantics
contained in images, such as objects or everpsolides, in a
formal way, mutual understanding in a specific doma
between humans and computers. Hence, ontology sespise
knowledge in a hierarchical structure which is usedescribe
and organize an image collection and it also shbwselation
between these images.

MATCHING TECHNIQUES

In the early approaches high-level concepts werscribed
using the intermediate-level descriptors of the eots
ontology. These descriptors were automatically redpfpom
the low-level features calculated for each region the
database, thus allowing the association of higketleoncepts
and potentially relevant image regions [7]. Latsrtology was
employed to spatial relationships in images, such
connectivity, disjoint, meet, adjacency, overlamver, or
inside. But the image was divided into 3x3, 5x5 9x9
windows instead of separate objects [8].

For ontological DBs,
(OWL), as a family of knowledge representation lzsges,
have been constructed for authoring ontologies attarized
by formal semantics. In ontological approaches, dbmantic
information contained in image annotation is takiemo
account in order to reduce the number of featuotove and to
decrease the processing time.

Doulaverakis [9] presented a hybrid system devédetthe
retrieval of real cultural heritage collectionspfoposed search
engine was capable of retrieving images based @ir th
keyword annotation with the help of an ontologybased or
the image content to find similar images, or onhbtitese
strategies. This engine was composed of two difte
subsystems, a low-level image feature analysis avitbtrieval
system and a high-level ontology-based metadatectste.
Both subsystems could co-operate during the evatuatf a
single query in a hybrid way.

At present, applications use some separate onéslo§or
example, Allani et al. [10] defined an image contentology
O, with a set of image concepts, a meta-data ontology
addressing the surrounding textual information alaouimage
and a visual feature ontolo@¥ (see Fig. 1) with a set of low-
level image features. When a query image is inteduimage
annotation is processed in order to extract coscapt use
them to select relevant features to apply durire ristrieval
process. Query images are classified given theitecd into 6
classes. On each class of query images 7 retsénegigies are
performed given feature categories.

Ontology is also a method for organizing extra éasgale
image collections, like the ImageNet dataset, ecbaht
Stanford University [11].

There are some advantages of an ontology:

» its application bridges the semantic gap;

the Web Ontology Languages
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« there is a special language for the user to ask a
question;

« ontology-based algorithms are easy to implement and
are suitable for applications with simple semantic
features.

The disadvantage is the necessity of preparingegiap
DB and annotating the introduction.

Fig. 1. Visual feature ontolody0].
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B. Object Retrieval Using SIFT
The scale invariant feature transform (SIFT) was

introduced by Lowe[12], [13] to identify objects in two
images, even if these objects were cluttered otigtlgr
covered. Additionally, the SIFT feature descriptbelps
matching objects which differ in scale, colourpoientation.

Fig. 2. Point-to-point correspondence found bySHeT descriptors

An object in a query image is identified in a setémage
by extracting features from both images. Possibégching
feature vectors are found using the Euclidean mefriom all
the potential matches, only a subset of key pasmtelected.
Each key point is characterised by four parametergbeing
the centre coordinates of the circular region whioge its
scalable radius and angk determines one of eight main
directions. Based on these features the good nmtehe
filtered out. In order to quickly determine clusteof key
points a hash table is implemented, employing dreecplized
Hough transform. The clusters whose features agreen
object and its location undergo additional modeifigation
in detail, whereas the weak matched clusters gecteal.
Eventually, the Bayesian probability analysis pwitd the
number of probable true and false matches whichvstbe
existence of an image object. The object matchatsphss all
these tests can be identified as correct with bagtfidence.
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The basic SIFT advantage is its invariance to unifo
scaling, orientation, as well as of affine distontiand changes
of illumination. This property suggested that thisethod
retrieves all images containing a specific objesten in a
large scale image dataset, when that object isgigea query
by example (QBE).
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large vocabulary of code-words which were sorted
descending order according to the size of their beship
and represented simple orientations and illumimagatterns.
By learning they achieved a model that best reptesthe
distribution of these code-words in each categdiscenes. In
the recognition process they identified all the e@abrds in

Hence, SIFT needs the query-by-example, but in somi#he unknown image. The training and testing procsas

situations it may be difficult to provide, for iastce, when we
have an image in our mind but it is difficult todi it as a QBE
and additionally, we do not need a whole collectiérsimilar
images.

SIFT’s additional advantage is the fact that itvesl the
problem of searching for disparity, independentiyh® issue
of epipolar lines in stereovision. The example oinpto-
point correspondence is presented in Fig. 2.

presented in Fig. 3 in a symbolic way.

They found the category model that best matched
distribution of the code-words of the particularaige. Their
model was based on a principled probabilistic agginoto
learn automatically the distribution of code-wordsd the
intermediate-level themes were treated as textesergtions.

An advantage of the BoW model is that it is appilean
case of complex indoor and outdoor images. But @his

The local feature descriptors have undergone mangotorious disadvantages is that the model igndresspatial

modifications recently, for example, RootSIFT [1RJFT
[15], or BRIFT [16], etc.

C. Bag of Visual Words

A simple method of image classification is to tréem as
a set of segments, describing only their appearaaro
ignoring their spatial layout which is very impartan image
representation. Similar approach have been suctlyssf
employed in the text collections to analyse docusiand are
known as "bag-of-words" models, since each docunient
described by a distribution of fixed vocabulary.itgssuch a
representation, methods such as the probabilistient
semantic analysis (pLSA) [17] and the latent Diléth
allocation (LDA) [18] can extract coherent topicsthin
document collections in an unsupervised manner.

Fig. 3. Flow chart of the algorithm follow9].
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Some time ago, Fei-Fei and Perona [19] and Sivial.et
[20] applied such methods to the visual domaing§lrY] and
[18] in their algorithm.

They modelled an image as a collection of locatipes
which were detected by a sliding grid and randomgig of
scales. Each patch was represented by a code-womn d

relationships among the patches, which are veritapt in
image representation. Additionally, the system Bedlde
preparation of code-words, classes and Bayesiaarhfécal
models for each class.

D. Relevance Feedback

Large modern DBs actively employ user’s interaction
relevance feedback (RF). This is an interactivehniape
based on feedback information between the usemasehrch
engine in which the user labels semantically simida
dissimilar images with a query image, which is tedaas
positive and negative samples, respectively. Imégealled in
this way are incorporated into a training set. Tdemeral
architecture of such systems is presented in Fig. 4

Fig. 4. CBIR architecture with the relevance fealth@F) mechanism.
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A more precisely labelled training set boosts atgaors to
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purpose, either the Support Vector Machine (SVMapglied
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discriminant analysis is used to determine a lometisional
subspace of the feature space, in such a way tsitiye and
negative feedbacks are well separated after beiogpgied
onto the subspace.

In recent years, different RF techniques have bee
suggested to involving the user in the loop to iowpr the
functioning of CBIR [21], [22]. For example, L. Zhg et al
[23] introduce a scheme of subspace learning wtikee
training images are associated with only similat dissimilar
pairwise constraints, i.e., Conjunctive Patches sBabe
Learning (CPSL) with additional information, to sffcally
profit the user’s previously introduced feedback kata. It
means that they minimize the distances betweenlsamyth
similar pairwise constraints and simultaneously iméze the
distances between samples with dissimilar
constraints. Samples are whole images for
neighbourhood is calculated as a locally linear etdling
(LLE) [24].

An option of RF is the adaptive technique basedhmn
ostensive model of developing information needsppsed by
J. Urban [25].

Generally, the advantage of the RF approach isfahe
that the system can start with a limited nhumbessafmples
because the user will next provide labelled sampldgs
approach has enhanced image retrieval accuraay éffigient
way. The disadvantage is that most ongoing systemsire
several iterations before it receives a stable |lewad
consequently users lose their patience and may idrafter
two or three trials.

E. Semantic Template

In [26] Chang et al. first linked low-level imageatures
with high-level ideas for video retrieval throudietsemantic
visual template (SVT). A visual template is a sktcons or
example scenes, or objects belonging to persoalimages,
such as a crowd, beaches, etc. whose feature seater
extracted for the query process. In order to baildSVT, the
user first determines the template for a specifincept by
specifying the objects and their spatial and temlpor
constraints, the weights assigned to each featfireach
object. This initial query outline is put to thessgm. Through
the interaction with users, the system convergessmall list
of exemplar queries which are the most relevant de.
maximize the recall) the concept in the user’s mind

Firstly, the user selects an annotated image aseayq
example and adds their concept. Then the systeus firsual
feature vectors and their weights. According tor sets, the
system updates these weights. Having found veewotraids,
the ST is received and can be defined as t&dle {C,F,W},
whereC is the user's concepk - the feature vector and/ -
the weight of feature vectors [27].

A disadvantage of this system
possessing two databases: an annotating image DB g
lexical DB [28].

F. WWW Image Retrieval

WWW search engines exploit the evidence from bott]

orthogonal sets of features: the HTML text andwiseal, and

is the necessity of
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applied them to two classifiers to recognize adasgt of
unlabelled images. The URL of an image file oftentains a
plain hierarchical structure, including some image
information, for instance, category of an image.atidition,
the HTML document also contains some useful detailhe
nnage title, the ALT-tag, the descriptive text sumding the
image, hyperlinks, etc.

However, the disadvantage is the fact that thaerett
precision is poor and as a result the user hasdb through
the full list to search the required images. Thisai time-
consuming procedure which always contains multiple
combined topics. To boost the Web image retrieval
performance, researchers are making an effort se fine
evidence from textual description and visual image

pairwisénformation.
which

For example, Rasiwasia at al. proposed a combmati@
query-by-visual-example (QBVE) with a query-by-sertie
example (QBSE) based on the probability of existeot a
visual level represented as a set of feature vecaod the
probability of a semantic concept by which an imdge
annotated. By using the Bayes rule and a simildtitction
based on methods measuring the distance between two
probability distributions (such as the Kullback-bler
Divergence, Jensen-Shannon Divergence, correlatdc),
they retrieve images most similar to the semantoaiure
[29].

On the other hand Wang et al. combine the visuslfes
of images with the signatures received from theualis
semantic space. For each relevant keyword, a sé@mant
signature of the image is extracted by computirgy fsual
similarities between the image and the referenassels of the
keyword using the earlier trained classifiers. Teérence
classes form the basis of the semantic space dfetheord. If
an image hadN relevant keywords, then it hd$ semantic
signatures to be computed and stored offline [30].

An advantage of the Web image retrieval is the that
some extra descriptions on the Web enable the lseargine
to effectively retrieve semantic-based image infation,
whereas, the disadvantage is the necessity of @atin
annotate images in a DB.

G. Our Search Engine with Combined Visual Properties

Our approach is more specific and more user ortetitan
the above-mentioned approaches. That is why wer affe
unique, dedicated user’'s GUI which allows the usedesign
their desired image from the image segments. Thailslef
the system are described in [31] and [32].

The system concept is universal. In the constroctiage
we focus on estate images but for other compourates
(containing more than several objects) other setéagses are
needed.

The main concept is presented in Fig. 5. Broadly; o
system comprises five principal blocks: the image
preprocessing block [33], the classifying unit, tReacle
Database [34], the search engine [35] and the gralphser's
interface (GUI). All blocks, except the Oracle DBM&re
mplemented in Matlab.
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A conventional approach to CBIR includes image Uesat
extraction [15], [36]. Our system first segments tiew image
(e.g. obtained from network resources), generasinget of
objects. Each object, selected according to theridtgn is
described by some low-level featuregsee [33]). We select
r = 45 features for each graphical object, for whisk
construct a feature vect@r={f, f,, ..., f;}.

Subsequently, object classification is preparedetbasn
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our system we have so far set the number of clasisd$.
Then, as the image signatuyeve use the following vector:

(1)

where: nobg denotes the number of objeats of classLy
present in the model of an imalge

Signat(l;) = [nobc;y, nobc;y, ..., nobcy]

Fig. 5. The structure of our content-based imagéral system.

the feature vectdD. Objects need to be classified so that they

can be used in a spatial object location algorigmd offered
to the user as a classified group of objects fanesdic
selection. To date, the following classifiers hémeen used in
our system:

» decision trees [37], [38];

» a comparison of features of the classified objdth &
class pattern;

» the Naive Bayes classifier [39], [40];
» afuzzy rule-based classifier (FRBC) [41], [32].

The most equivocal objects - those assigned tereifit
classes by the top three classifiers - are idexdtifby the
FRBC, which means that the classifier listed ldstyeloped
by Ishibuchi in [42] decides which of the threesslas a new
element belongs to.

Spatial object location has helped reduce thebsftveen
low-level and high-level features in CBIR becausgadding
such key information, we can match images morect¥fey
and accurately.

To analyse the spatial layout of objects, a numbier
methods have been used, for instance: the spatiainyd
representation in a fixed grid [43], the spatiahagements of
regions [44], or the object’s spatial orientaticglationship
[45]. Some researchers have adopted direct imagehing,
based only on spatial constraints between imagensg46].

In our system, spatial object location is usedhasgiobal
feature in an image [32]. The objects’ mutual spati
relationship is computed on the centroid locatiand angles
between vectors connecting them, by means of aoritiign
designed by Chang and Wu [47] and later adjustecbsu
and Punitha [48], to calculate the first princiggimponent
vectors (PCVs).

The search engine’s modus operandi is reflectedhby
data architecture and the GUI layout. This GUI Hteen
designed with a view to assisting the user in thgiempt to
formulate the query they have in mind. First, teenselects a
semantic concept by choosing a line sketch and ey

design their query. Some of such queries can bdyrea

unconventional as we can see in [49].
The following passage examines the similarity betwe

\ 4
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A query image is received from the GUI, where tlseru
designs their own image from selected DB objecatsafiswer

two images, which determines the DB answer to ayque the querylg, we match it with each imadgfrom the database

Assuming the query is an imadg such adq = {0q, Ogpi...,

in the first processing step of our search engiiestly, we

ogn}, Where o; are objects and the images in the database aftd a similarity measure sig, between the signatures of
lo, 1o ={Ob1, Opz,..., Oom}, there areM classes of the objects queryl, and imagd, in the following way:

recognized in the database, denoted as ldhels, ..., Ly. In
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Simsgn(l qr I b) = Z(nObqi - nObni) (2)

Eqg. (2) is an analogy to the Hamming distance betwigvo
vectors of their signatures (cf. (1)), such thanh,gi>0 and
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If the similarity (3) is smaller than the threshdihén imagd
is omitted. The order of steps 2 and 3 is revezsb@cause
they are the global parameters and hence can beteglby
the user.

Next, we move to the final stage, that is, we fite

max(nob —nob, ) <tres, tres is the limitation of the number similarity of the objects composing both imaggsndl,. For

of elements of a particular class by whigtandl, can differ.
Images with the same classes as the query arerngafe
Similarity (2) is asymmetric because we made angtro
assumption that images selected from the DB neédye the
same classes as the query and that is why the cwnsoof
(2) can be negative.

If the maximum component of (2) is bigger than zegi as a
parameter of the search engine, threshold, themérais
discarded. Contrarily, we go to the next stage wedsearch
the spatial similarity sigry (3) of imaged, andl,, based on
the Euclidean, City block or Mahalanobis metricvietn their
PCVs as:

SiMgcy (1 qilb)zl_\/i(PC\/bi _F’qui)2 ©)

i=1

Fig. 6 The main search engine concept.

all objectsoy; representing the quer we look for the most
similar objectoy; of the same class, i.ey = Ly;. In the case of
a lack of objecto,; of the clasdy;, then simg, (0gi, 0y) = 0
Then, similarity sim, (04, 0,) between objects of the same
class is calculated based on the Euclidean distance

Slrnob( ql'ob]) 1- Z(F qil Foojl)2

wherel is the index of feature vectoFs, used to represent an
object. Hence, we receive a vector of similaritieEtween
queryly and imagé.

(4)

Simob(oql’obl)
sim(l o, 1,) =
Simob(oqnlobn)
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wheren is the number of objects that composes the intgge
In order to compare images with the queryl,, we sum the
similarities sim, (0qi, 0,j) and we apply the decreasing order.
Therefore, the first some imagés which obtained the top
rank on the similarity list are presented to therus

Fig. 6 shows the key components of the search engin

interface with example images which are containedhie

CBIR system. The central window displays the query

signature and PCV. Underneath, there are theiettisfto put
in threshold values for the signature, PCV and dbje
similarity. At this stage of system verificationig useful to
have these thresholds and metrics at hand. Irnirihelhternet
version these parameters will be invisible to treeru or
limited to the best ranges. The bottom sectiorhefwindow
presents matching results. In the top left of thestration
there is a user designed query consisting of compisnwhose
numbers are listed in the signature line. Bendaghquery is
situated a frame containing a query miniature, agm@im
showing the centroids of query elements and, a [BD waith
PCV components. At the bottom of the illustratiore@an see
two elements of the same class (e.g. a roof) whios#arity is
calculated. To the right a frame has been placexhdsstance
of a PCA plot for an image from our DB. The usetsse
thresholds to establish the type of similarity.

The strong side of our system is its semantic cant@ich
limits the semantic gap by taking into account rfeddvel
features, such as objects, their numbers and kfmtéions in
an image. Additionally, we offer the user the Gblicbompose
their query by which we eliminate the necessitjooking for
a QBE.

On the other hand, our system requires the preéparat a
DB containing objects, patterns, and classes

IV. COMPARISONRESULTS

standard databases dedicated especially to imageve.
They are annotated with class labels to facilitaligorithm
testing. The best known collections are:

the Corel image dataset [50] containing 10,800 esag

from the Corel Photo Gallery consists of 80 pre-

classified concept groups, ranging from sports an
houses to outside scenes.

LA resource pictures [51];

The Kodak database of true colour images from detsi
scenes to portraits [52];

chromatic and colour images of textures used tutex
feature recognize.

source, especially for systems aiming at Web imag
retrieval [29] [30].

The Pascal Visual Object Class€¥OC) consist of a

publicly available dataset of images together with
ground truth annotation and standardised evaluatio

software [55], [56].

Brodatz textures [53], [54] are examples of mono-=

Images offered by Google used as an additional dat|
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The ImageNet is an image database organized
according to the WordNet hierarchy in which each
node of the hierarchy is depicted by 14,197,122
labelled, high-resolution images, organized by 2184
indexes and belonging to roughly 22, 000 categories
Currently, we have an average of over five hundred
images per node [57], [58].

The Caltech-256 Image Seis an image database
released in 2006 and consisting of 257 categories o
images. It contains 30,608 pictures in total, vdthto
824 homogeneous pictures per category [59], [60].

The Oxford Buildings Datasetonsists of 5062 high
resolution (1024x768) images of particular Oxford
landmarks [61], [62].

A. User Designed Query

We decided to prepare our own DB for two reasois: (
when the research began (in 2005) there were feve DB
containing buildings which were then at the certfeour
attention and (ii) some existing benchmarking dasals
offered separate objects (like the Corel DB) whigkre
insufficient for our complex search engine concept
present, our DB contains more than 10 000 claskiflgects

As we have mentioned, a query is built with the UDQ
interface and its number of elements (patches)k sirnd
complication depends on the user. Although the user
composed only some main details, the search restgtguite
acceptable (seeABLE I). For the optimal assigned thresholds
a maximum of 11 best matched images from our DB are
presented by the search engine.

TABLE |. THE MATCHING RESULTS FORQUERIES(IN THE FIRST ROW) AND

THE UNIVERSAL IMAGE SIMILARITY INDEX FOR THESERESULTS WHEREPCV
SIMILARITY IS COMPUTEDBASED ON. (COLUMN 1) THE EUCLIDEAN

. . DISTANCE, (COLUMN 2) THE CITY BLOCK DISTANCE (WHERE

Most of the currently designed CBIR algorithms use ggnature = 17,PCV=3.5,0BIECT=0.9),(COLUMN 3) THE CITY BLOCK

DISTANCE (WHERE: SIGNATURE = 20,PCV=4,0BJECT=0.9).
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B. SIFT and the Google Image Search Engine

In presented context, the comparison of our results with
the Google image search engine are also important. The
results are presented in TABLE II. We also compare our search
engine with the SIFT method and TABLE II column 3 presents
the matching results for a query designed in our system. As it
can be seen, the best selected matches are those images whose
elements can be found in the designed query which is
completely consistent with the SIFT assignment.

We have opted for this comparison because these systems
match images without annotations, which has been the most
important condition. Systems using annotations belong to
quite a different category while our focus is on pure image
mettiny.

TABLE Il. MATCHES FOR THEGOOGLE ANDSIFTIMAGE SEARCHENGINE
(QUERIES IN THESECOND ROW WITHOUT ANNOTATIONS.)

The Google search The Google search The SIFT search
engine engine engine

978-1-4673-8460-5/16/$31.00 ©2016 IEEE
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C. Discussion

As we can see in Table Il the Google engine tréags
sketch houses as drawings, not as real photogragtereas
the SIFT one found the images from which the desigiuery
consists, which is proper for this method, but hesbeen the
user's intention who wants to receive house imagest
similar to their query in general and in detail.

The default comparison of search engines should
carried out based on the standard DB benchmarksudh a
situation, we could find the recall and precisiantlte SSIM
(universal similarity index) [63]. However, in suehway we
can only compare if the low-level image features similar.
Whereas, we are aware that the user needs conaeman
semantic similarities and in our experiments wdlgir@pare
dedicated search engines for these requirement®rtiieless,

there is no objective mechanism to compare imagefis) p. G. Lowe,

semantically. That is why we subject images to alitptive,
rather than quantitative, evaluation.

V. CONCLUSIONS

The obtained results seem to be inspiring enoudrtber
elaborate the other stages of the CBIR system, sscthe
GUI and the search engine. The methods alreadylajee
will be also tested with a large number of new stgsadded to
the system. The GUI will also be extended by immeting
subclasses to the most general classes.

SAl Computing Conference 2016
July 13-15, 2016 | London, UK
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