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Abstract. One of the fundamental functionalities of a coteamsed image retrieval system

(CBIR) is answering user queries. The survey of qugpgs and examples of systems
using these particular queries are presented Rereour CBIR, we prepared the dedicated
GUI to construct user designed query (UDQ). Weioetthe new search engine which

matches images using both local and global imagguffes for a query composed by the
user. In our case, the spatial object locatiomésglobal feature. Our matching results take
into account the kind and number of objects, thpatial layout and object feature vectors.
Finally, we compare our matching results to sonheiosearch engines.
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1. Introduction

1.1. Query concept overview

One of the fundamental functionalities of a corfea$ed image retrieval system
(CBIR) is answering user queries. In traditionakttretrieval system of queries
has been highly developed, whereas for the imageval a content query has not
come up to users’ expectations. It stems from #loe that content-based searches
have important distinctions compared to traditios@arches. The limitations of
these systems include both the image represergatimy use and their methods
of accessing those representations to find imag§estems based on keyword que-
rying are often non-intuitive and offer little help understanding why certain
images were returned and how to refine the query.

Independently of a diversity of methods focusedtmnretrieval, in particular,
search by association, search for a specific imageategory search [25] we can
generally divide query methods into (see Fig. 1):

1. Query by keywords [36],
2. Query by example [2, 23],
3. Query by canvas [18, 19],
4. Query by sketches [16],



5. Query by spatial icons [17],
6. Designed query for semantic retrieval [6, 12].
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Fig. 1. Query types

Query by keywords. The first method for asking the database a questias
using keywords as an analog to queries in alphaenignDBs. This method re-
quires text annotations for images collected in BB still used in WWW image
search engines but it is notorious for incomplatepnsistent, context sensitive
and the ambiguity of meaning of the keywords. lis ttase [36], the keyword
ambiguity is expanded to the selected referencesetamost relevant to the query
keyword. For example, the keyword ‘apple’ can méapple fruit’, ‘apple com-
puter’, ‘apple logo’, or ‘apple tree’ from which fezence classes are selected.
These attempts try to fill in the semantic gap thasts between the description of
an image and the image itself.

Query by example: At present, most systems use query by exampleEjQB
whose major advantage is the capability to detegraiset of attributes or features
that describe the contents of the user’s desiredy@njl18, 23]. In a nutshell, QBE
provides a full image for the search engine, butditawback is the fact that the
user first has to find an image which he wantsde as a query. In some situa-
tions, the most difficult task is to find this opeoper image which the user keeps
in mind to feed it to the system as a query by g®am



Query by canvas allows the user to compose a visual query usirgngérical
shapes, colours, and textures. This approach inthgitends to specify objects of
interest in an indirect way using primitive featsif@9]. Moreover, the similarity
matching between query and images relies on effeqire-segmentation of re-
gions in the images, which is generally complex difiicult [18].

Query by sketches enables the user to draw the shape of an objepiery but
is not popular, perhaps because most users a®r f@dbr at graphic design [23].
For this reason applications have used a querkétgises in a limited form only
to images of dominant objects in a uniform backgrbu

Query by spatial icons is represented by the visual icons with spatiai-co
straints. It specifies a query using a higher-levslial semantics representation. A
query is composed as a spatial arrangement of irmagments [17]. The visual
query term specifies the region where a saliengana@gion should appear, and a
guery forming chains of these terms using logigarators. The spatial constraint
for regions defines the location and size of thecHjed visual semantic segments
as drawn on a canvas.

Semantic query contains the associated semantic concept eveghthsuisu-
ally dissimilar [21, 36]. Hence, the multiple seriarinterpretation results in a
retrieval problem because it needs to take int@aticsimultaneously: low-level
features, object layout and human associationshwvliicimage evokes. For this
reason, recently systems have appeared offerinigrass queries to the user [6,
12].

1.2. Previousworks

The data structure and type of query imply the lifidmage information that is
retrieved. A CBIR, in turn, should meet the uselitgerse requirements depending
on the interest domain and a particular need.

Chronologically speaking, the first CBIR system®egred in the early 90's
and used queries by keyword which necessitateththge DBs with annotations.
These annotations were more or less relevant tanthge context and needed
human work to prepare them [29]. Later, QBE apparkich has been the most
popular manner used for an image query up to noppréximately in the late
90’s a highly interactive refinement of the seausing the sketches or composing
images from segments was offered by the systemseTHwee kinds of queries
share one disadvantage: it is difficult for the ruse prepare, find or desigan
ideal query which they have in mind.

About 10 years later interactive techniques baseftedback information from
the user, commonly known as relevance feedback @Rpgared [31] which, step
by step, developed into techniques based on lo¢atmation from the top re-
trieved results, commonly known as local feedbac&atlaborative image retriev-
al (CIR) [38] which is a powerful tool to narrowdn the semantic gap between a
low- and high-level retrieval concept [1].



Recently CBIR systems have appeared which enaleleusker to compose a
query from different, previously segmented objeftis,instance, a query for face
retrieval [37] or a query from composed single iem@nd segments of video
frames [6].

In this paper we propose a special, dedicated €451 which enables the user
to compose their ideal image from the image segsnditite data structure and the
layout of the GUI reflect the manner of our seagdigine work. In this paper we
present, as a main contribution, the new searcinenghich takes into account
the kind and number of objects, their featuresetiogr with different spatial loca-
tion of the segmented objects in the image.

In order to help the user create the query whidy thave in mind a special
GUI has been prepared to formulate composed quétreadditional contribution
is the enpirical studies for the proposed search enginsisting in benchmarking
it against other known engines.

2. User designed query concept for semantic retrieval

Fauqueur and Boujemaa [6] offered the systeembining Boolean queries

through the region’s photometric thesaurus to $pebe types of regions which
are present and absent in the user's mental/imdgmage. The very simple user
interaction enables them to combine sophisticatedldn composition queries
with the range query mechanism to adjust the pecsf the visual search.

Whereas a front-end module of our CBIR providesaphical editor which en-
ables the user to compose the image which he/shantmind from the previously
segmented objects. We give the user more toolsesigd their query than our
predecessors.

It is a bitmap editor which allows for the seleatiaf linear prompts in the form
of contour sketches (see Fig. 2). These sketches lieen generated from images
existing in the DB. Next, from the list of objedasses the user can select ele-
ments to prepare a rough sketch of an imaginamysleape. There are many edit-
ing tools available, for instance:

» creating masks to cut off the redundant fragmehgshotmap (see Fig. 3 a));

» changing the bitmap colour (see Fig. 3 c) and ¥id));

» performing basic geometrical transformation, sushtenslation, scale, rota-
tion and sheatr;

» duplicating of repeating fragments;

» reordering bitmaps forward or backward.

This GUI is a prototype, so it is not as well-dead as commercial programs,
e.g. CorelDraw. Nevertheless, generally, the uaerdesign an image consisting
of as many elements as they need. The only réstrics the number of classes
introduced in the DB. At the moment, there are K8ses but there is no limit for
them. Later, the user designed query (UDQ) is serthe search engine and is
matched according to the rules described in setiodvever, in the absence of



UDQ, the search engine can work with a query ctingiof a full image down-
loaded, for example, from the Internet.
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Fig. 2. The main GUI window. An early starFig. 3. Main components of the GUI. We

of a terraced house query construction. can draw a contour of the bitmap (see a)
and b)) and change the colour of an element
c) and d).

3. CBIR structure

In general, our system consists of four main blo@kg. 4): the image prepro-
cessing block [10], the Oracle Database [11], tearch engine [13] and the
graphical user's interface (GUI). All modules, etcthe Oracle DBMS, are im-

plemented in Matlab.
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Fig. 4. Block diagram of our content-based image retrieysiesn.

3.1 Graphical data representation and object classification

A classical approach to CBIR comprises image feaéxtraction [30, 39]. Simi-
larly, in our system, at the beginning, the newdmde.g. downloaded from the
Internet) is segmented, creating a collection gécais. Each object, selected ac-



cording to the algorithm presented in detail in][18 described by some low-level
featured;. We collectr = 45 features for each graphical object, for whighcon-
struct a feature vect® = {f,, f,, ..., f}.

Next, the feature vectdD is used for object classification. We have to sifgs
objects in order to use them in a spatial objecation algorithm and to offer the
user a classified group of objects for the semasdliection. So far, four classifiers
have been implemented and they are mutually usedrin
» acomparison of features of the classified objettt & class pattern;

» decision trees [20, 7];
» the Naive Bayes classifier [4, 22];
» afuzzy rule-based classifier (FRBC) [9, 15].

The FRBC is used in order to identify the most agubus objects which means
these assigned to different classes accordinghttee ffirst classifiers. According
to Ishibuchi, the FRBC decides which of the thriesses a new element belongs
to [14].

3.2 Spatial object location

Thanks to taking into account a spatial object tiocathe gap between low-level
and high-level features in CBIR has diminished. describe spatial layout of
objects, different methods have been introducedexample: the spatial pyramid
representation in a fixed grid [24], others usesl gpatial arrangements of regions
[28], or the object’s spatial orientation relatibips[40]. In some approaches, im-
age matching is proposed directly, based on spetiaktraints between image
regions [35].

Here, spatial object location in an image is usetha global feature [15]. The
objects’ mutual spatial relationship is calculatebed on the centroid locations
and angles between vectors connecting them, wittalgarithm proposed by
Chang and Wu [3] and later modified by Guru andithan[8], to determine the
first principal component vectors (PCVs).

3.3 Search engine construction

Now, we will describe how the similarity betweenotimages is determined
and used to answer a query. Let a query be an imgagach adq = {0gq, Og, ...,
Oqn}, Where o; are objects. An image in the database is denatég d, = {0y,
Opo,---, Opm}- L€t US assume that there are, in tokIclasses of the objects recog-
nized in the database, denoted by laheld ,, ..., Ly. Then, by the image signa-
turel; we mean the following vector:

Signaturekj) = [nobgy, nobg,, ..., nobgy] 1)

where: nobg denotes the number of objects of clagpresent in the representa-
tion of an image;, i.e. such objects;;.



In order to answer the queky we compare it with each imaggfrom the data-
base. First of all, we determine a similarity meassimg, between the signatures
of queryly and imagey,:

Simsgn(lqvlb) :Z(nObqi —noh,) (2)

computing as the modified Hamming distance betwe&nvectors of their signa-
tures (cf. (1)), such that sigy> 0 and max(nob,—noh,) < tr, tr is a limit of ele-

ment number of a particular class whighandl, can differ. It means that we pre-
fer images composed of the same classes as thg. dienilarity (2) is non-
symmetric because if classes in the query are ngdsom the image the compo-
nents of (2) can be negative.
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Fig. 5. A graphic concept scheme of our image search engine

Otherwise, we proceed to the next step and wetfiadspatial similarity sipxy
of imageslq andl, computing the Euclidean, City block or Mahalanatistance
between their PCVs as:

3

SiMpey (g 1p) :1—\/Z(PCVbi -PCV,)? (3)

i=1



If the similarity (3) is smaller than the threshdqld parameter of the query), then
imagely, is rejected, i.e., not considered further in thecpss of answering query
lq

Next, we proceed to the final step, namely, we canaphe similarity of the ob-
jects representing both imagksandl,. For each objead; present in the repre-
sentation of the querly, we find the most similar objedt; of the same class,
simy, (0qi , Op) based on the comparison of feature vec@rsomputing the Eu-
clidean distance betweex ando,. If there is no objeoty; of the clasd 4, then
Simpy (Ogi , Op) = 0.

The process of searching highly similar objectsealized according to the
Hungarian algorithm for the assignment problem enpénted by Munkres. Thus,
we obtain the vector of similarities between quigrgnd image,,:

SimM,;,(0y50y)
sim(l,1,) = : 4)
Simob(oqn'obn)

wheren is the number of objects present in the repreientaf |, In order to
compare images, with the queryl;, we compute the sum of sjg(oy, 0p) and
then use the natural order of the numbers. Therefbe imagd,, is listed as the
first in the answer to the quely for which the sum of similarities is the highest.

Fig. 5 presents the main elements of the searcineigterface with reference
images which are present in the CBIR system. Thi rfraiddle) window dis-
plays the query signature and PCV, and below tlee issable to set threshold
values for the signature, PCV and object similarftiye lower half of the window
is dedicated to matching results. In the top Iétthe figure we can see a user de-
signed query comprising elements whose numberisted in the signature line.
Below the query there is a box with the query miume, a graph showing the cen-
troids of query components and further below ther@ graph with the PCV com-
ponents. In the bottom centre windows there are dlements of the same class
(e.g. a roof) and we calculate their similarity. @ right side there is a box
which is an example of PCA for an image from the.OmBe user introduces
thresholds to calculate each kind of similarity.

4. Results

In this section, we describe experiments conduatethe colour images generated
with the help of the UDQ or full images taken fraur DB and we will compare
our results with the Google image search enginkinfdges are in the JPG format
but in different sizes. In all tables images amkeal according to decreasing simi-
larity determined by our system.



Only in order to roughly compare our system’s anstwethe query, we used
SSIM (Universal image similarity index) proposed Wang and Bovik [34], be-
ing aware that it is not fully adequate to presant search engine ranking. SSIM
is based on the computation of three componentaelyathe luminance, contrast
and structural component, which are relatively petedent. In case of a big dif-
ference of images the components can be negatiighwiay results in a negative
index.

A query is generated with the help of the UDQ ifstee and its size depends on
the user’s decision as well as the number of objdidte search engine displays a
maximum of 11 best matched images from the DB. Alth the user designed a
query including few details (see tab. 1 query 1 2nthe search results are quite
acceptable.

Applying the UDQ is not obligatory. The user carpabe their QBE from
among the images of the DB if they find it suitafe their aim. Then the match-
ing results are presented in tab. 1 (column 3).

We also decided to compare our results with thegBoonage search engine
because our system compared with some academithsgtems proved signifi-
cantly more effective. The results obtained aresgméed in tab. 1 (columns 4 and
5).

Table 1. The matching resultand the SSIM (column 1) for UDQ when PCV similaiigy
calculated based on the City block distance (foegholds: signature = 17, PCV = 3.5,
object = 0.9), (column 2) matches for UDQ when P@¥ilarity is calculated based on the
City block distance (for thresholds: signature = PGV = 4, object = 0.9), (column 3)
matches for QBE when PCV similarity is calculateddzhon the Euclidean distance, (col-
umns 4 and 5) matches for the Google image seagihe

n

7

¥ S

query2 query3




0,0419 0.0642 0.2888 0.1807 0.1267

In order to better visualise the obtained reswlts,compare only the SSIMs
from tab. 1 as a bar chart (see Fig. 6). Thereésextra bar for queryl represent-



ing the matches when PCV similarity is calculateddd on the Euclidean dis-
tance. The other bars refer to the respective asdum tab. 1 according to the
legend.
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Fig. 6. The comparison of SSIMs for the above-presentadteeffom tab. 1.

5. Conclusions

We built and described a new image retrieval methaded on a three-level
search engine. The underlying idea is to mine aterpret the information from
the user’s interaction in order to understand ther's needs by offering them the
GUI. A user-centred, work-task oriented evaluatjmmocess demonstrated the
value of our technique by comparing it to a traxatitil CBIR.

Intensive computational experiments are under wagrder to determine the
optimal choice of model parameters. Furthermore résults of this study have to
be verified in a larger scale evaluation, involviogg-term usage of the system
for real day-to-day user tasks. However, the prielany results we have obtained
so far, using the simplest configuration, are gpitemising.

As for the prospects for future work, the implenaion of an on-line version
should test the feasibility and effectiveness af approach. Only experiments on
large scale data can verify our strategy. Additilyna new image similarity index
should be prepared to evaluate semantic matches.
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