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MULTI-CRITERIA OBJECT INDEXING AND
A GRAPHICAL USER QUERY ASAN ASPECT OF
CONTENTS-BASED IMAGE RETRIEVAL SYSTEM

In this article we propose multimedia-oriented ixidg used for image matching in the Content-
Based Image Retrieval (CBIR) system containing colowshamages. The part devoted to image
processing and the inner structure of the databessignalled to the extent which is necessary for
the reader to understand how the whole system weéikstly, we discuss the theoretical construction
of indexes for the image objects. The indexes asedh on feature vectors for each object and spatial
relationships used as a global feature for imagrigew@l. Secondly, we address the problefrthe
graphical user interface (GUI) which has been dmed in the light of human-computer interaction.
GUI enables the user to design their own image lwiidurther treated as a query for the database.
The expected reply is a set of similar images mprteskto the user by the database.

1. INTRODUCTION

In recent years, the availability of image resosroa the WWW has increased
tremendously. This has created a demand for efeeand flexible techniques for
automatic image retrievalAlthough attempts to perform the Content-Based &nag
Retrieval (CBIR) in an efficient way, that is bas@dshape, colour, texture and spatial
relations, have been made before, the CBIR systam yet to reach maturity.
Information retrieval is very closely connectedhiinage indexing problem, as well as
how to effectively put an image query for the CBifgstem. We would like to analyse
these two aspects of CBIR in this article.

* Systems Research Institute, Polish Academy of riseie, 01-447, 6 Newelska Street, Warsaw,
Poland, e-mail: Tatiana.Jaworska@ibspan.waw.pl



1.1. INDEXING AND QUERY BY IMAGE BACKGROUND

Most of the CBIR systems adopt the following twegstapproach to the search of
image databases [12]: indexing based on a feakr®wrand searching by a query
image. For the classical retrieval system to lmesssful, the feature vectfgt) for an
imagel should have the following qualities:

1. [f(I)—f(I")] should be large if and onlylifandl’ are dissimilar;
2. f(-) should be fast to compute;
3. f(l) should be small in size.

Colour histograms, defined in the above way, wesmroonly used as feature
vectors by some authors [2, 8, 9,11], others usecblaur correlogram [3] or
hierarchical semantics and hierarchical clusteexed [10].

However, our system takes into account not only-llevel features but object
identification in the human sense and mutual locatf objects in the image as well.
We also highlight the fact that the whole systermhiclw is currently under
construction, is intended to be entirely automatic.

A query by image allows users to search throughlietes to specify the desired
images. It is especially useful for databases stingi of very large numbers of
images. Sketches, layout or structural descriptioesture, colour, sample images,
and other iconic and graphical information can jpeliad in this search.

An example query might bédzind all images with a pattern similar to this gne
where the user has selected a sample query image. ddvanced systems enable users
to choose as a query not only whole images butsdstwe objects. The user can also
draw some patterns consisting of simple shapesybr textures. In the QBIC system
[7] the images are retrieved based on the abovdioned attributes separately or using
distance functions between features. Tools in @idl include: polygon outliner,
rectangle outliner, line draw, object translatifbood fill, etc.

2. CBIR CONCEPT OVERVIEW

The purpose of this paper is to present an indemathod which retrieves images
based on the individual elements of an image, a@otgrio a query by image. The
dedicated GUI has been developed to enable theagpert such a graphical query. In
general, the system consists of 4 main blocks (Ejig.

1. The image preprocessing block (responsible fmage segmentation) applied in
Matlab (version 2009a) with the support of the duling toolboxes: Image
Processing, Fuzzy, Statistics, Wavelet and Database



2. The Database, storing information about wholages, their segments (here re-
ferred to as image objects), segment attributesobjert location. The DBMS has
been prepared with Oracle Designer 6i and impleetkint Oracle 10g.

3. The indexing module responsible for the imagiexing procedure, developed in
Matlab.

4. The graphical user's interface (GUI), also aplh Matlab.
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Fig. 1. Block diagram of our content-based imageeaedl system.

Our CBIR system is built to support real-estatenages. In a database of real-
estate properties there are images of houses, lowgyand other buildings. To be
effective in terms of presentation and choice aides, the system has to be capable
of finding the colour image of a house with somecsfied architectural elements, for
example: windows, roofs, doors, etc. Images arenttmded from the Internet in the
JPEG format. Figure 1 shows the block diagram ofGBIR system. As can be seen,
the left part of the diagram illustrates the imagatent analysis block of our system.
In this approach we use a multi-layer descriptiadel. The description for a higher
layer could be generated from the description efltiwer layer, and establishing the
image model is synchronized with the procedure giargressive understanding of
image contents. These different layers could pmdidtinct information on the image
content, so this model provides access from diffietevels [13]. Such an analysis
leads to the extraction of semantically significabjects in an image.

According to a human visual perception theory, myrihe visual perception and
recognition process, human eyes successively foatthe most informative parts of
the image [6]. These informative parts, called nmegfal regions, possess certain
semantic meanings, and, in our system, they carresto the architectural elements.



The information obtained from the image contentiysisiis stored in the database.
In the diagram the indexes block is deliberatelptlapart as an important element of
the system.

The right part of figure 1 is dedicated to userd presents the on-line functionality
of the system. Its first element is the GUI blotk. comparison to the previous
systems, ours has been developed in order to gveuser the possibility to design
their image which later becomes a query for theesysIf users have a vague target
image in mind, the program offers them tools famposing their imaginary house of
some architectural elements. Moreover, the syste@septs them some optional
houses based on these chosen elements. GUI detajsesented in subsection 4.

The next component of the system is the matchirginen which uses indexes
based on global and local feature vectors to sefarcithe best matching images”.
The details of index construction and the matchpngcedure are presented below.
Retrieval results are presented by the user'sSatter

2.1. IMPLEMENTATION REMARKS

Each new image added to the CBIR system, as wehesiser's query, must be
preprocessed. This process is presented in theeimagtent analysis block as a
segmentation level frame (left, Fig. 1). All keychitectural elements (such as
windows, doors, roofs, etc.) must be segmentedeatrdcted from the background at
the stage of preprocessing. Colour images are a@sed from the Internet and their
preprocessing is unsupervised. An object extradtiom the image background must
be done in a way permitting unsupervised storagbese objects in the DB.

For this purpose we apply two-stage segmentatiompleng us to accurately
extract the desired objects from the image. Infitlsé stage, the image is divided into
separate RGB colour components and these compoaentsext divided into layers
according to three light levels. In the second estaigdividual objects (referred to as
architectural elements of the house) are extracoed each layer. Next, the low-level
features are determined for each object, undersisafragment of the entire image.
The segmentation algorithm and object extractiogorghm, as well as texture
parameters finding algorithm are presented in Hetan article by Jaworska [4].

3. THE INDEXING SCHEME

3.1. DATA REPRESENTATION FOR OBJECTS

Each selected object is described by some low-featlires. These features include:
average colour, area, centroid, eccentricity, ¢aigon, texture parameters, moments of



inertia, etc. Average colour is calculated by sungmilp values of the red, green and
blue components for all the pixels belonging twhject, and divided by the number of
object pixels:
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The next feature attributed to objects is textliexture parameters are found in the
wavelet domain. The algorithm details are alsomive[4]. The use of this algorithm
results in obtaining two ranges for the horizootgect dimensiom and two others for
the vertical one:
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The other features describing each object incladeaA, convex ared, filled
area A;, centroid {., Y., eccentricity e, orientationa, moments of inertiamy,,
bounding box Bi(x,y), ..., bs (X,¥)} (s — number of vertices), major axis length,g,
minor axis lengthmy,., Solidity s and Euler numbeE. Let F be a set of features
whereF = {ka, Tp, A, A,..., B. For ease of notation we will ude={f;, f,..., f},
where r — number of features. For an object, we constaudieature vectorO
containing the above-mentioned features:

O(ky) | | O(fy)
o= O(Tp) _ O(:fz) (3)

0(.E) O(.fr )

3.2. PATTERN LIBRARY

The pattern library contains information about @atttypes, shape descriptors,
optional object locations and allowable parametdues for an object. We define a
model feature vectoP, for each architectural element. We assume weights



characteristic of a particular type of element whgatisfy: zp (f;)0[01], where:

k - number of pattern. These weights for each pattemponent should be assigned
in terms of the best distinguishability of patterns

First, each object is classified into a partic@aregory from the pattern library. For
this purpose we use &ap metric, where the distance between vec®endPy in anr-
dimensional feature space is defined as follows:

}% (4)
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where:k — pattern number, 4i <r, p is the order of the metric. Fpr= 1 and forp = 2,
it becomes the Manhattan and the Euclidean distaespectively. The object is as-
signed to a pattern for which the minimum distahae been obtained and labelled as

to, -

3.3. THE GLOBAL FEATURE AS A SPATIAL OBJECT LOCATI®

Object classification into a particular category riet enough for full image
identification. There is also a need to assignabal feature to an image to make
indexing more efficient. Chow, Rahman and Wu [Idgwsed a tree-structured image
representation, where a root node contains theaglféatures, while child nodes
contain the local region-based ones. This apprdaeharchically integrates more
information on image contents to achieve betterienedl accuracy compared with
global and region features individually. The netdpsis an examination of mutual
relationships of objects and object position inw®le image.

In our system spatial object location in an imagiaised as a global feature. To
determine this feature, the mutual position ofdddjects is checked. These rules are
also stored in the pattern library [5]. Thirdly,jett location reduces the differences
between high-level semantic concepts perceived tbyidms and low-level features
interpreted by computers.

In our case spatial information, namely the obgeatiutual relationships, are pre-
sented as vectdt, for the global feature:

(%o Yo It
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where{x.,y.} is an object centroid ard — the number of all objects in an image,
to, — an object label assigned in the process of ifiigation. As you can see in
figure 3, we analyse mutual spatial location fortipalar types of objects.

4. GUI FOR QUERY BY IMAGE
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Fig. 2. The user menu used by the system to destgrery by image. The left window is used to presen
architectural elements, for example roofs. Foransg, the first roof from the top of the list ofmiaitures
on the left is chosen and located in the housénautl

The Graphical User Interface (GUI) is an immanelement of our system.
Drawing on our knowledge of the human-computerradton, we have made an
effort to create a useful tool for the user whdnierested in designing their own
image of a house. This design is treated as a dueiypage. Fig. 3 presents the main
GUI window entitled “Query_menu”. From the left wliow the user can choose the
house outlines which become visible in an enlarfgech in the main window. Next,
the user chooses patrticular architectural elenfeos subsequent menus and situates
them on the appropriate location in the house meutlFor each element the user can
change its colour. Moreover, there is a windowdoanging the element texture, if it
has one, or adding a texture in a chosen coloundartextured components.



For more advanced users there are additional aptiothe query interface which
enable them to choose the most interesting featliteese preferences are
implemented in the system as weighs which are to be taken into account during
the final matching. Then, we try to match objext 4, (f;) to objects stored in the

DB.

A designed image is sent as a query to DB. The iBUltrictly dedicated to the
CBIR system and consists of the most important aorapts only. In further work
some additional menus will be added if a need farave the retrieval process arises.

5. IMAGE MATCHING STRATEGY

Image matching is conducted with the aid of objestognition and spatial
relationships. Query imag® ={F,,,0, ,....0, } consists of a global feature vector

Fyq and object feature vectors for all objeﬂqé; , wherel < k < N. First, the relevant
image R={FgR,OR1,...,ORN } with N objects is searched for in the database. Next, we
check if objects have the same pattegn If the answer is positive, then the global

feature vector§y, andFyz are compared.

This means that objects are not matched based fiygahpositions in the image.
We additionally need a relative location, for exémpms you can see in fig. 3, object
O(t,) is to the left of objecO(t,). This information is collected and stored in &xbas
a global feature (see tables 1 and 2). For matcimages Q and R, whose spatial
information is illustrated in tables 1 and 2, wenpare each table cell. The notation
used in the tables is as follows: | - objéXt,) is to the left of objecO(t,), p - object
O(ty) is to the right of objecO(t,), d - objectO(t;) is below objectO(t,), g - object
O(t,) is above objedD(ty).

We assume a strong constraint that the tables aellewatched if all cells contain
the same information. Only if these tables are weliched, is the relevant image sent
as a result of the matching process.

Table 1. Spatial information for query image Q frbig. 3.

t1 tg t3 t4
t; 0 d l, g I
t, g 0 I |, d
ta p, d p 0 d
ts p P. 9 g, 0
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Fig. 3. Model of the spatial object location delsed as a global vectéy. For each objedt,; we know
its feature vectoO(f;).

Table 2. Spatial information for relevant image &nirFig. 3.

t1 tz t3 t4
ty 0 p I l,d
to I 0 I I, d
ts p p 0 I, d
ty [SY) [SY) P, 9 0

In the case of a lack of relevant images the userdecide if spatial information is
the most important for them. If the objects are enonportant, we can limit the
matching procedure only to check the local feat@ors, restricted t@ ={0O } .

We can also imagine a situation in which the useraferences enable us to
impose weaker constraints for object matching.his tase, we can only check the
global feature vectdf,.

A perplexing situation is when we attempt to findieture which is, for instance, a
half of another picture. Then the matching is gessible. In this case we are able to
match the objects’ location table to a fragmenda ¢dible for the entire required image.



6. CONTRIBUTIONS AND CONCLUSIONS

In our CBIR system we propose the new GUI speciddigicated to designing a
graphical query by the user. So far, the author mais encountered any papers
reporting user-designed query by image and, in tbépect, the method described
above is our original contribution. The constructaf the indexing system enables us
to retrieve images in an efficient way. Thanks teights offered to the user, the
system can accept user's preferences more flexifldying combined two systems:
the image processing module and the database, ezl fdne problem of object
identification. For this purpose the object pattésrary has been constructed.

To sum up, even though we have experienced a fagssmll our actions lead to
the creation of a user-friendly system. In the aesafuture we hope to apply a more
sophisticated semantic analysis so that the udenet experience the roughness of
the system.
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