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In a previous paper, we discussed various ways in which to construct and process partial order relations or partially ordered sets (posets) in the context of ranking objects on the basis of multiple criteria. We now provide a more straightforward characterization of the consistent and prioritized union operations, and provide straightforward algorithmic implementations.
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1. Introduction

We extend on the work in a previous paper, see Rademaker et al. (2008), dealing with operations to combine two partial order relations in an informative way. In this paper, rather than restricting ourselves to two partial order relations, we describe a consistent framework to process an arbitrary number of partial order relations, and formulate easily and efficiently implementable algorithms. We introduce the required basic concepts in Section 2, and construct our specific basic algorithms and structure in Section 3. The specific union operations are described in Sections 4 and 5, once again providing workable algorithms. We examine some properties in Section 6, and conclude with a summary in Section 7.
2. Preliminaries

A (binary) relation $R$ on a set of objects $P$ denotes some property or characteristic objects of $P$ can have w.r.t. each other, i.e. $xRy$ means “$x$ is $R$-related to $y$”. For example, $R$ could denote “smaller than” or “less polluted than”. A relation $R$ on $P$ can be represented as a set of couples of objects from $P$, for example $R = \{(a,b), (c,d)\}$ denotes $aRb$ and $cRd$. If a relation $R$ fulfills the properties of reflexivity ($xRx$) and transitivity ($xRy$ and $yRz$ imply $xRz$), it is called a pre-order relation. If it also has the property of antisymmetry ($xRy$ and $yRx$ imply $x=y$), in addition to reflexivity and transitivity, the relation $R$ constitutes a (partial) order relation. If $xRy$ or $yRx$, $x$ and $y$ are commonly said to be comparable. An order relation is commonly denoted by the symbol $\leq$, and a couple $(P, \leq)$, with $P$ a set of objects and $\leq$ an order relation on $P$, is called a partially ordered set, or poset for short.

We are dealing with a set of objects $P$ which have been ordered on the basis of several order relations. As such, we have $(P, \leq_1)$, $(P, \leq_2)$, $(P, \leq_3)$ and so on.

A relation $R'$ on $P$ is called an extension of a relation $R$ on $P$ if it holds that $R \subseteq R'$ (it is equivalent to say that $R$ is a subset of $R'$). The unique smallest transitive extension of $R$ is called the transitive closure of $R$ (commonly computed via the Floyd-Warshall algorithm, see Floyd, 1962, and Warshall, 1962, though other algorithms exist, see De Baets and De Meyer, 2003, and Naessens et al, 2002). Similarly, a poset $(P, \leq')$ is called an extension of a poset $(P, \leq)$ if $\leq'$ is an extension of $\leq$. We say that two posets $(P, \leq)$ and $(P, \leq')$ contradict each other on two objects $x, y \in P$ if we have $x < y$ and $y <' x$, or $y < x$ and $x <' y$.

3. The $\{T,N,F\}$ framework and the basic algorithms

Our previous definition of the consistent union catered to the special case of two partially ordered sets as input. We now extend this to an arbitrary number of sets, after which we will examine some properties of the consistent union operation. To this end, we formulate an intermediate structure composed of a triple of relations: the tentative relations $T$, which contains a relation as soon it is present in one of the sets, the necessary relations $N$, which contain those relations present in every set, and the forbidden relation $F$, initialized as the inverse of $T$. We first show in Algorithm 1 how to construct the set of $\{T,N,F\}$ relations on the basis of a set of partial order relations $\{P_1, \ldots, P_n\}$ on a single set of objects $P$ (naturally, Algorithm 1 is also suited to constructing a triple $\{T,N,F\}$ for a single poset). The set $T$ of tentative relations
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is straightforwardly constructed by taking the union of the set of partial orders. In contrast, the set 𝑁 of necessary relations is the intersection of the set of partial orders. The set 𝐹 of forbidden relations is the inverse of the set of tentative relations. Observe that it is possible, even probable, to have 𝑇 ∩ 𝐹 ≠ ∅. This will occur as soon as for two partial orders 𝑃𝑖 and 𝑃𝑗 from \{𝑃1, ..., 𝑃𝑛\}, we have a contradiction on some 𝑥 and 𝑦, or, equivalently, we have 𝑃𝑖 ∩ 𝑃−1 𝑗 ≠ ∅. In a subsequent step, we will extract a unique partial order from \{𝑇, 𝑁, 𝐹\}.

We now address the problem of how to extract a specific uniquely defined maximum informative partial order relation 𝑅 from a set of \{𝑇, 𝑁, 𝐹\} relations, for which it holds that (1) it corresponds to a transitive closure of a subset of 𝑇, (2) it is an extension of 𝑁, and (3) 𝑅 ∩ 𝐹 = ∅. We detail the required steps in Algorithm 2. As an aside, we draw the parallel to our definition in Rademaker et. al (2008): the relation 𝑅 we use is uniquely defined because it is the intersection of all maximal relations which satisfy conditions (1), (2) and (3).

Algorithm 1: Constructing the set of \{𝑇, 𝑁, 𝐹\} relations

<table>
<thead>
<tr>
<th>Data:</th>
<th>Set of partial orders {𝑃₁, ..., 𝑃𝑛} on a single set of objects 𝑃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result:</td>
<td>Set of {𝑇, 𝑁, 𝐹} relations</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>𝑇 ← ∅;</td>
</tr>
<tr>
<td></td>
<td>𝑁 ← 𝑃 × 𝑃;</td>
</tr>
<tr>
<td></td>
<td>𝐹 ← ∅;</td>
</tr>
<tr>
<td>foreach</td>
<td>(𝑃ᵢ \in {𝑃₁, ..., 𝑃ₙ}) do</td>
</tr>
<tr>
<td></td>
<td>𝑇 = 𝑇 ∪ 𝑃ᵢ;</td>
</tr>
<tr>
<td></td>
<td>𝑁 = 𝑁 ∩ 𝑃ᵢ;</td>
</tr>
<tr>
<td></td>
<td>𝐹 = 𝐹 ∪ (𝑃ᵢ)⁻¹;</td>
</tr>
<tr>
<td>end</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 2 uses an intermediate 𝑅, denoted 𝑅′, to prevent that the result depends on the order in which we add or remove relations. We initialize 𝑅′ to the set of tentative relations 𝑇, and immediately subtract the set of forbidden relations from 𝑅′. Subsequently, we iteratively perform a composition of 𝑅′ with itself, denoted as 𝑅′ ∘ 𝑅′. Such a composition at first possibly includes the induction of relations present in 𝐹. After each composition step, we subtract 𝐹 from 𝑅′, so as to not use relations from 𝐹 when composing 𝑅′ with itself in the next step – the induced relations present in 𝐹 are thus removed in this step. Naturally, these relations will be induced once
more in the next composition step. Nevertheless, this iterative process will reach a status quo: at one point, we will induce a set of relations which is a subset (possibly empty) of $F$. We know now which forbidden relations can be induced from $T$. We copy $R'$ to $R$. By subtracting all paths in $R'$ inducing such a relation from $R$, except for those relations which are necessary (present in $N$), we finally end up with the desired partial order $R$. For completeness’ sake, we also mention we use an intermediate $F'$, to keep intact $\{T, N, F\}$.

**Algorithm 2:** Extraction of $R$ from $\{T, N, F\}$

**Data:** Set of $\{T, N, F\}$ relations

**Result:** Consistent union $R$

1. $R' \leftarrow T \setminus F$;
2. while $(R' \circ R') \cap F^{-1} \neq \emptyset$ do
   - $R' \leftarrow (R' \circ R') \setminus F$;
3. end
4. $R \leftarrow R' F' \leftarrow F$ 
   - foreach $\{(a, c) \in F' \mid (a, b) \land (b, c) \in R'\}$ do
     - $F' \leftarrow F' \cup \{(a, b), (b, c)\}$;
     - $F' \leftarrow F' \setminus N$;
   - end
5. $R \leftarrow R \setminus F'$;

Observe that the way in which $R$ is extracted does not depend on how the set of $\{T, N, F\}$ relations was constructed. Nevertheless, care must be taken when constructing the set of $\{T, N, F\}$ relations: for arbitrary relations $T$, $N$ and $F$, we should not expect $R$ to be a partial order. We describe different ways to combine two $\{T, N, F\}$ relations in Sections 4 and 5.

We briefly detail why it is advantageous to use a set of $\{T, N, F\}$ relations. Both the intersection and the union of two posets contain less information than the two posets themselves: information on which relations are present in only one poset, and which are present in both, has been lost. The same is true for our relation $R$ extracted from a set of $\{T, N, F\}$ relations: $R$ contains less information than $\{T, N, F\}$.

Suppose now we have a set $\mathcal{P}$ of partial order relations $\{P_1, \ldots, P_n\}$, and process this set in two different ways. The first is a stepwise construction of $R$, abandoning the residual information present in $\{T, N, F\}$ after each step. The second constructs a single $\{T, N, F\}$ structure on the basis of $\mathcal{P}$, and extracts an $R$ from this.
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We should not expect both approaches to yield the same outcome in general (we will return to this in Section 6 in more detail). In other words, in order to easily and accurately extend the consistent union operation from Rademaker et al. (2008) to an arbitrary number of input posets, we need to have a representation which does not result in a loss of information. To this end, we introduced the triplet of relations \{T, N, F\}.

4. Implementation of the consistent union operation

Our previous definition of the consistent union catered to the special case of two input partially ordered sets, see Rademaker et al. (2008). We now extend this to an arbitrary number of sets. As the operation to extract \(R\) from a \{T, N, F\} set does not depend on the origin of \{T, N, F\}, the consistent union operation will have to be a way of combining two \{T, N, F\} structures (correlating to a number of posets). As the intricate part is the extraction of \(R\) from \{T, N, F\} (Algorithm 2), the consistent union operation can be very simple.

Combine two sets of \{T, N, F\} relations as follows: take the union of the two \(T\) relations, the intersection of the two \(N\) relations, and the union of the two \(F\) relations.

For completeness’ sake, we provide Algorithm 3.

**Algorithm 3:** Non-priority combination of two sets of \{T, N, F\} relations

<table>
<thead>
<tr>
<th><strong>Data:</strong> Two sets of {T, N, F} relations, {T₁, N₁, F₁} and {T₂, N₂, F₂]</th>
<th><strong>Result:</strong> Set of {T, N, F} relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T \leftarrow T₁ \cup T₂;)</td>
<td>(T \leftarrow T₁ \cup T₂;)</td>
</tr>
<tr>
<td>(N \leftarrow N₁ \cap N₂;)</td>
<td>(N \leftarrow N₁ \cap N₂;)</td>
</tr>
<tr>
<td>(F \leftarrow F₁ \cup F₂;)</td>
<td>(F \leftarrow F₁ \cup F₂;)</td>
</tr>
</tbody>
</table>

As an aside, suppose now \{T₁, N₁, F₁\} and \{T₂, N₂, F₂\} have been constructed on the basis of two partial orders \(P₁\) and \(P₂\). The partial order relation \(R\) extracted as per Algorithm 2 from the set of relations \{T, N, F\} constructed as per Algorithm 3, will correspond to the consistent union of \(P₁\) and \(P₂\) from Rademaker et al. (2008).

5. Implementation of the prioritized union operation

Rather than requiring a new way to extract a relation \(R\) from a set of \{T, N, F\} relations, the prioritized consistent union operation will amount to a new way to construct a set of \{T, N, F\} relations. We consider the case where we have a priority set of
tentative, necessary and forbidden relations, denoted \( \{T_1, N_1, F_1\} \), and a non-priority set \( \{T_2, N_2, F_2\} \).

Two options exist, depending on how much heed we want to pay to \( \{T_2, N_2, F_2\} \). Suppose we extract \( R \) from \( \{T, N, F\} \) constructed on the basis of some prioritized union of \( \{T_1, N_1, F_1\} \) and \( \{T_2, N_2, F_2\} \). Clearly, we should have \( R \cap F_1 = \emptyset \). It is less clear whether we should also demand \( R \cap (F_2 \setminus T_1) = \emptyset \), or rather allow \( R \cap (F_2 \setminus T_1) \neq \emptyset \). We will formulate algorithms for both options: a strong prioritized union operation, allowing \( R \cap (F_2 \setminus T_1) \neq \emptyset \), and a weak prioritized union operation, demanding \( R \cap (F_2 \setminus T_1) = \emptyset \). Demanding \( R \cap (F_2 \setminus T_1) = \emptyset \) (rather than allowing \( R \cap (F_2 \setminus T_1) \neq \emptyset \)) yields the weaker operation, as it implies an increased importance of the non-priority \( \{T, N, F\} \) set, which must come at the expense of the importance of the priority \( \{T, N, F\} \) set. We show that, in order to make sure \( R \) is able to yield a partial order, we need to demand \( R \cap (F_2 \setminus T_1) = \emptyset \). Hence, we advocate the use of the weak prioritized union operation.

5.1. The strong prioritized union operation

The \( R \) extracted from the \( \{T, N, F\} \) structure when constructed on the basis of two partial orders \( P_1 \) and \( P_2 \), will be equal to the \( R \) yielded by prioritized union operation from Rademaker et al. (2008). We extend it here for the prioritized combination of two \( \{T, N, F\} \) sets, and (erroneously, as we will show) count on Algorithm 2 to yield a partial order. Algorithm 4 is again very simple. Observe how the non-priority poset only adds relations to \( T \), and not to \( F \).

\begin{algorithm}
\caption{Strong prioritized combination of two sets of \( \{T, N, F\} \) relations}
\textbf{Data:} Two sets of \( \{T, N, F\} \) relations, the priority set \( \{T_1, N_1, F_1\} \) and the non-priority set \( \{T_2, N_2, F_2\} \)
\textbf{Result:} Set of \( \{T, N, F\} \) relations

\begin{align*}
T & \leftarrow T_1 \cup (T_2 \setminus F_1); \\
N & \leftarrow N_1; \\
F & \leftarrow F_1;
\end{align*}
\end{algorithm}

We now show Algorithm 2 is able to yield a cycle for a certain combination of \( \{T_1, N_1, F_1\} \) and \( \{T_2, N_2, F_2\} \). Suppose \( T_1 = N_1 = F_1 = \emptyset \), and \( T_2 = \{(a, b), (b, a)\}, N_2 = \emptyset \) and \( F_2 = \{(a, b), (b, a)\} \). Algorithm 4 yields the following: \( T = \{(a, b), (b, a)\}, N = F = \emptyset \). Applying Algorithm 2 to this \( \{T, N, F\} \) structure, will result in the relation
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\[ R\{(a,b),(b,a)\}, \text{as neither} \ (a,b) \text{nor} \ (b,a) \text{contradicts} \ F_1. \]  
To be more exact, cycles can arise between objects for which the priority \( \{T,N,F\} \) contains no information regarding their pairwise order. As we had mentioned in Section 3, \( \{T,N,F\} \) needs to fulfill some (unspecified) properties in order for Algorithm 2 to yield a partial order. Apparently, the strong prioritized union operator does not fulfill these properties. We will formulate the weak prioritized union operation to prevent these problems from arising.

Finally, we would like to stress that the \( \{T_2,N_2,F_2\} \) used in this example, is not a partial order. As such, the operation described in Rademaker et al. (2008), of which Algorithm 4 is an extension, will allow extraction of a partial order for the case when \( \{T_1,N_1,F_1\} \) and \( \{T_2,N_2,F_2\} \) both have been constructed on the basis of a single (different) partial order.

5.2. The weak prioritized union operation

We now make a slight adjustment to Algorithm 4. Rather than limiting the influence of the non-priority \( \{T,N,F\} \) to the possible extension of \( T_1 \) by a subset of \( T_2 \), we now also allow the extension of \( F_1 \) by a subset of \( F_2 \) in Algorithm 5. We again count on Algorithm 2 to yield a partial order. The absence of cycles is guaranteed as now the inverse of at least one relation involved in the cycle will be present in \( F \).

**Algorithm 5**: Weak prioritized combination of two sets of \( \{T,N,F\} \) relations

<table>
<thead>
<tr>
<th>Data: Two sets of ( {T,N,F} ) relations, the priority set ( {T_1,N_1,F_1} ) and the non-priority set ( {T_2,N_2,F_2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result: Set of ( {T,N,F} ) relations</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
T & \leftarrow T_1 \cup (T_2 \setminus F_1); \\
N & \leftarrow N_1; \\
F & \leftarrow F_1 \cup (F_2 \setminus T_1);
\end{align*}
\]

We return to the example that showed possible problems inherent to using Algorithm 4 for triples of \( \{T,N,F\} \) that were not constructed on the basis of a single poset. For \( T_1 = N_1 = F_1 = \emptyset \), and \( T_2 = \{(a,b),(b,a)\} \), \( N_2 = \emptyset \) and \( F_2 = \{(a,b),(b,a)\} \), Algorithm 5 will yield \( T = \{(a,b),(b,a)\} \), \( N = \emptyset \), \( F = \{(a,b),(b,a)\} \). Clearly, when extracting an \( R \) from this \( \{T,N,F\} \) structure, the outcome will be the empty set.

We also provide an example to show how a single relation present in the pri-
The strong prioritized union (Algorithm 4) yields into $R$ ($\mathcal{A} 2$), and let $T_2 = \{(b,c),(c,a)\}$. The weak prioritized union (Algorithm 5) yields $T = \{(a,b),(b,c),(c,a)\}, N = \{(a,b)\}$ and $F = \{(a,c),(b,a),(c,b)\}$. Algorithm 2 will then yield an $R = \{(a,b)\}$, as accepting $\{(a,b),(b,c),(c,a)\}$ into $R$ would yield a cycle containing at least one of $F = \{(a,c),(b,a),(c,b)\}$, while accepting $\{(a,b),(b,c)\}$ would also have a non-empty intersection with $F$.

Finally, we mention that we feel it is very probable the weak and strict prioritized union operations will be one and the same when taking two partially ordered sets as input. However, fully exploring this possibility falls outside the scope of this paper.

6. Properties of $\{T,N,F\}$ construction operations

We now outline some desired properties of $\{T,N,F\}$ constructing operations. We will contrast the use of the $\{T,N,F\}$ structure to the alternative of constructing intermediate $R$ relations, such as would be necessary when supplied with an operation only capable of processing two partial orders. The behavior of such an operation when processing a set $\mathcal{P}$ of partial orders $\{P_1, ..., P_n\}$ can be emulated as follows: Construct $\{T_1,N_1,F_1\}$ and $\{T_2,N_2,F_2\}$ on the basis of $P_1$ and $P_2$, combine them into $\{T_{1,2},N_{1,2},F_{1,2}\}$ and extract $R$. From now on, we will write $\{T,N,F\}_{1,2}$, rather than $\{T_{1,2},N_{1,2},F_{1,2}\}$, to make for easier reading. Construct $\{T,N,F\}_3$ on the basis of $R$, and combine it with $\{T,N,F\}_{1,2}$ to yield $\{T,N,F\}_{1,2,3}$. Extract a new $R$ from $\{T,N,F\}_{1,2,3}$, combine it with $\{T,N,F\}_{1,4}$ and so on. We will show this method yields very different results from the approach we advocate.

Constructing a set of relations $\{T,N,F\}$ on the basis of a set $\mathcal{P}$ of partial orders $\{P_1, ..., P_n\}$, denoted as $\{T,N,F\}_\mathcal{P}$, should be insensitive to the inclusion of multiple identical partial orders. In other words, suppose $\mathcal{P}' \subseteq \mathcal{P}$, it would be natural to have $\{T,N,F\}_\mathcal{P}' = \{T,N,F\}_{\mathcal{P}',\mathcal{P}}$. When using an operation that does not preserve $\{T,N,F\}$ as an intermediate result, it will be clear that this property does not hold. Suppose $P_1 = \{(a,b)\}$ and $P_2 = \{(b,a)\}$. Clearly, the consistent union (denote it as $R_{1,2}$) will be the empty set. If we now take the consistent union of this intermediate
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$R_{1,2}$ and $P_2$, the outcome becomes $R_{1,2,2} = \{(b,a)\}$. When processing the partial orders in the inverse order, the outcome $(R_{2,1})$ would be the empty set. Clearly, this method is sensitive to the repetition of partial orders.

The example discussed above also shows that we should not expect the consistent union of three different partial orders to be independent of the order in which they are processed when using an operation which outputs only an $R$ relation without conserving a $\{T,N,F\}$ structure. When keeping the $\{T,N,F\}$ structure as an intermediate result however, sensitivity to the order of the processed posets does not occur. We provide an illustrative example on the basis of $P_1 = \{(a,b)\}$ and $P_2 = \{(b,a)\}$. We have $T_1 = N_1 = \{(a,b)\}$, $F_1 = \{(b,a)\}$ and $T_2 = N_2 = \{(b,a)\}$, $F_2 = \{(a,b)\}$. Combining these via Algorithm 3 yields $T = \{(a,b)\,(b,a)\}$, $N = \emptyset$ and $F = \{(a,b)\,(b,a)\}$. Clearly, the number of additional times $P_1$ or $P_2$ would be added to this $\{T,N,F\}$ structure will not matter, nor will the order, in which they were to be added. As the simplicity of Algorithm 3 allows for an easy verification of these properties, we will not discuss this any further.

Finally, we show that we have the pleasing property that for two $\{T,N,F\}$ structures $\{T_1,N_1,F_1\}$ and $\{T_2,N_2,F_2\}$, the consistent union of both structures will be equal to the consistent union of the weak prioritized unions when taking each structure in turn as the priority structure. Algorithm 3 immediately contains the outcome of the consistent union of the two structures. We now let $\{T,N,F\}_{2\mid 1}$ denote the weak prioritized union taking $\{T_1,N_1,F_1\}$ as the priority structure, and let $\{T,N,F\}_{1\mid 2}$ denote the weak prioritized union taking $\{T_2,N_2,F_2\}$ to be the priority structure. As per Algorithm 5, this immediately yields

\[
T_{2\mid 1} = T_1 \cup (T_2 \setminus F_1) \\
N_{2\mid 1} = N_1 \\
F_{2\mid 1} = F_1 \cup (F_2 \setminus T_1)
\]

For $\{T,N,F\}_{1\mid 2}$, the relations are analogous. Observe now that $T_1 \subseteq T_{2\mid 1} \subseteq T_1 \cup T_2$, and likewise $T_2 \subseteq T_{1\mid 2} \subseteq T_1 \cup T_2$, while $F_1 \subseteq F_{2\mid 1} \subseteq F_1 \cup F_2$ and likewise $F_2 \subseteq F_{1\mid 2} \subseteq F_1 \cup F_2$. Applying Algorithm 1 on $\{T,N,F\}_{1\mid 2}$ and $\{T,N,F\}_{2\mid 1}$ then yields for $T = T_{2\mid 1} \cup T_{1\mid 2}$, which will be equal to $T_1 \cup T_2$ precisely because $T_{2\mid 1}$ and $T_{1\mid 2}$ are extensions of the priority set of tentative relations of which the union is in turn an extension. Consequently, the union of $T_{2\mid 1}$ and $T_{1\mid 2}$ must then be equal to the union of $T_1$ and $T_2$. The same holds for the set of forbidden relations $F$, while the set of necessary relations is immediately defined as the intersection of both sets of necessary relations. Thus, we
are able to conclude that the consistent union of $\{T_1,N_1,F_1\}$ and $\{T_2,N_2,F_2\}$, is equal to the consistent union of $\{T,N,F\}_{2|1}$ and $\{T,N,F\}_{1|2}$.

7. Summary

We have extended our previous operations described in Rademaker et al. (2008) to be able to process multiple partial orders. To this end, we needed to introduce a new structure of a triplet of relations, to be able to conserve the necessary information when dealing with processing more than two partial order relations. Both the consistent union and the prioritized union operation have been extended in this way. Extending the prioritized union to multiple partial orders identified a possible variant, with only one yielding a unique partial order. We hope the clear and easily implementable algorithms detailed in this text will allow these operations to be disseminated in more data-exploratory papers.
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